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Abstract
The paper presents the study of an effective classification method for traffic signs on the basis of a convolutional neural network 
with various dimension filters. Every model of convolutional neural network has the same architecture but different dimension of 
filters for convolutional layer. The studied dimensions of the convolution layer filters are: 3 × 3, 5 × 5, 9 × 9, 13 × 13, 15 × 15, 
19 × 19, 23 × 23, 25 × 25 and 31 ×31. In each experiment, the input image is convolved with the filters of certain dimension and 
with certain processing depth of image borders, which depends directly on the dimension of the filters and varies from 1 to 15 
pixels. Performances of the proposed methods are evaluated with German Traffic Sign Benchmarks (GTSRB). Images from this 
dataset were reduced to 32 × 32 pixels in dimension. The whole dataset was divided into three subsets: training, validation and 
testing. The effect of the dimension of the convolutional layer filters on the extracted feature maps is analyzed in accordance with 
the classification accuracy and the average processing time. The testing dataset contains 12000 images that do not participate in 
convolutional neural network training. The experiment results have demonstrated that every model shows high testing accuracy 
of more than 82%. The models with filter dimensions of 9 × 9, 15 × 15 and 19 × 19 achieve top three with the best results 
on classification accuracy equal to 86.4 %, 86 % and 86.8 %, respectively. The models with filter dimensions of 5 × 5, 3 × 3 
and 13 × 13 achieve top three with the best results on the average processing time equal to 0.001879, 0.002046 and 0.002364 
seconds, respectively. The usage of convolutional layer filter with middle dimension has shown not only the high classification 
accuracy of more than 86 %, but also the fast classification rate, that enables these models to be used in real-time applications.
Keywords
traffic signs classification, convolutional neural network, convolutional layer filters, feature maps extraction, classification 
accuracy
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Аннотация
Выполнено исследование эффективного метода классификации дорожных знаков на основе сверточной нейронной 
сети с фильтрами различной размерности. Каждая модель сверточной нейронной сети имеет одинаковую архитектуру, 
но разную размерность фильтров для сверточного слоя. Исследуемыми размерностями фильтров  сверточного слоя 
являются 3 × 3, 5 × 5, 9 × 9, 13 × 13, 15 × 15, 19 × 19, 23 × 23, 25 × 25 и 31 × 31. В каждом эксперименте входное изо-
бражение подвергается операции свертки фильтрами определенной размерности и с определенной глубиной обработки 
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границ изображения, которая прямо пропорционально зависит от размерности фильтров и варьируется в пределах от 
1 до 15 пикселей. Характеристики предложенных методов оцениваются с помощью немецкого набора изображений 
дорожных знаков (GTSRB). Изображения из данного набора были уменьшены в размерности до 32 × 32 пикселей. 
Весь набор данных с изображениями был разделен на три части: набор для обучения, набор для валидации и набор для 
тестирования. Влияние размерности фильтров сверточного слоя на извлеченные карты характеристик анализируется в 
соответствии с точностью классификации и средним временем обработки. Набор данных для тестирования содержит 
12000 изображений, которые не принимают участия в обучении сверточной нейронной сети. Результаты экспериментов 
показали, что каждая из моделей обладает высокой точностью классификации, которая составляет более 82 %. Модели 
с размерностью фильтров 9 × 9, 15 × 15 и 19 × 19 вошли в первую тройку с лучшими результатами по точности класси-
фикации, которая составила 86,4, 86 и 86,8 % соответственно. Модели с размерностью фильтров 5 × 5, 3 × 3 и 13 × 13 
вошли в первую тройку с лучшими результатами по средней скорости обработки, которая составила 0,001879, 0,002046 
и 0,002364 секунд соответственно. Использование средней размерности фильтров для сверточного слоя показало не 
только высокую точность классификации более 86 %, но и высокую скорость классификации, что позволяет использо-
вать такие модели в приложениях для работы в реальном времени.
Ключевые слова
классификация дорожных знаков, сверточная нейронная сеть, фильтры сверточного слоя, извлечение карт характери-
стик, точность классификации

Introduction
Classification task for traffic signs is important from the traffic safety point of view. A significant part of road 

traffic violations occurs due to drivers’ non-compliance with the speed limit. In this regard, many car manufacturers 
use traffic sign classification systems to detect a speed limit sign on the image. These systems compare the current 
speed of the vehicle with the speed allowed on the current section of the road and notify the driver of the excess 
speed or automatically change the speed. The use of traffic sign classification systems in conjunction with the 
navigation system makes it possible to obtain data on the speed limit even in cases where the sign has not been 
determined, namely, the driver will be informed of the possible presence of the sign.

The main problem associated with this task is the classification of traffic signs in real conditions. Night time 
and bad weather conditions complicate significantly the process of the sign classification on the image.

The methods of image classification based on neural networks are actively used and described in the literature 
[1–6]. However, every method has its advantages and disadvantages. Therefore, the development of a reliable 
algorithm is still a problem of open research. When testing sign classification systems in real traffic conditions, 
some signs may be misinterpreted due to different levels of light, vibration, different angles of shooting traffic 
signs. To eliminate these shortcomings, convolutional neural networks have proven themselves [7–11]. Such neural 
networks are more effective in solving image classification problems than fully connected neural networks in terms 
of computational load, as well as due to considerably less number of configurable parameters. However, the main 
advantage of convolutional neural networks is that they are invariant with respect to the shape, rotation and color 
intensity of the input images.

The paper considers the effect of different dimension of convolutional neural network filters on the accuracy 
and rate of classification. This dimension determines the number of features that will be combined to obtain a new 
feature at the output feature map. Therefore, the use of small dimension (3 × 3) of convolutional layer filters combines 
fewer features and can lead to the loss of important information. On the contrary, the use of a large dimension (31 × 31) 
of convolutional layer filters combines more features, but can lead to redundancy of information on irrelevant or 
unnecessary characteristics. Training of the convolutional neural network takes place on the GTSRB dataset [12, 13].

Convolutional neural network for traffic sign classification
Classification using convolutional neural networks is a modern method of pattern recognition in computer 

vision. Convolutional neural network receives an image and processes it in convolutional layers. Every convolutional 
layer consists of a set of trainable filters that process the input image with a convolution operation. The essence 
of this operation is that the filter slides over the image and produces an elementwise multiplication of the values 
of the filter pixels and the current image area. The result is summarized and written in the corresponding position 
of the output feature map. The peculiarity of the convolution layer filters is that they give the possibility to detect 
the same specific features in different parts of the image. Mathematically, the convolution operation is described 
by the following equation:

 (f·g)[m, n] = Σk,l f[m – k, n – l]·g[k, l],

where f is an initial matrix of input image; g is a filter for convolution; m, n are the height and width of the feature 
map; k, l are the height and width of the filter.

Before feeding to the input of convolutional neural network, every image is preprocessed. Since the images 
from GTSRB dataset were used for this study, they were first reduced in size to a resolution of 32 × 32 pixels. 
This dataset was divided into three subsets for training, validation and testing with preserving the proportions 
of the images for every class. Further, the normalization of images was performed by dividing them by 255 and 
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subtracting the mean image, which, in turn, was calculated from the training dataset. As a result, the dataset 
containing 3-channeled RGB images was prepared. Training subset contains 50000 images, validation subset 
contains 4000 images and testing subset contains 12000 images. The convolutional neural network training takes 
place with batches of 50 examples at the same time.

The architecture of convolutional neural network is the same for all experiments, but with different 
dimension of convolutional layer filters. Developed architecture of convolutional neural network under study is 
shown in Fig. 1.

Three-channeled RGB input image is fed to the convolutional layer, which consists of 32 filters. Since the 
input image has 3 channels, every filter of convolutional layer also consists of 3 channels. As a result of convolution, 
32 feature maps are calculated in accordance with the number of the convolutional layer filters. The ReLU (Rectified 
Linear Unit) activation function is applied to the received feature maps, which excludes negative values by replacing 
them with zeros [14, 15]. This is followed by a layer of dimension reduction (also known as pooling layer), followed 
by a hidden fully connected layer with 500 neurons. The output layer consists of 43 neurons in accordance with 
number of classes of traffic signs in the GTSRB dataset.

Parameters of the developed convolutional neural network are described in Table 1. As can be seen from 
Table 1, the loss function in this study is negative log-likelihood function. The cost function in this study is defined 
as an average of loss functions overall current training batch. The process of convolutional neural network training 
is to minimize the cost function by the gradient descent method, which is also called back propagation method.

Fig. 1. Architecture of convolutional neural network

Table 1. Parameters of the developed convolutional neural network

Parameter Description

Weights Initialization HE Normal
Weights Update Policy Adam
Activation Function ReLU
Pooling 2 × 2 Max
Loss Function Negative log-likelihood
Cost Function Average of Loss Functions
Stride for Convolutional Layer 1
Stride for Pooling Layer 2

Negative log-likelihood function is described by the following equation: 

 L(r, y)= – [y·lnr + (1 – y)·ln(1 – r)],

where r is an obtained probability with convolutional neural network for each of 43 classes; y is a true probability 
for each of 43 classes.
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Cost function is described by the following equations: 

 

 

where w, b are the weights and biases of the output fully connected layer; m is a number of iterations.
There is another important parameter that is directly related to the processing of the input image boundaries. 

This parameter is a zero frame (also called zero-padding frame) created around the input image before being sent 
to the convolutional layer. In this study, this parameter is linearly dependent on the dimension of the convolutional 
layer filters and is calculated by the following equation:

 

where d is the dimension of the convolutional layer filters.
Since this study analyzes the dependence of the dimensions of the convolutional layer filters on the accuracy 

and rate of classification of traffic signs, the zero-padding frame parameter is very important. For example, the 
convolutional layer filters with 9 × 9 dimension process an input image with zero padding frame of 4, that is, the 
input image dimension is increased from 32 × 32 to 36 × 36. Consequently, the image border, namely, the extreme 
pixels of the input image 32, 31, 30, etc., are processed with filters to an additional depth of 4 pixels. With gradual 
increase of the dimension of the convolutional layer filters, the size of the zero-padding frame and the processing 
depth for the image borders by the filters will increase. This processing makes it possible not to miss the data located 
on the border of the image, especially in cases where important information on the image has been cropped. 

Experimental results
In this study, training of the convolutional neural network is performed using various dimensions of 

convolutional layer filters, namely 3 × 3, 5 × 5, 9 × 9, 13 × 13, 15 × 15, 19 × 19, 23 × 23, 25 × 25 and 31 × 31. 
Consequently, in total, 9 models are trained with the same architecture, but with different filter dimensions. Training 
is conducted 9 times for every model on the preprocessed GTSRB training dataset with 50000 examples of traffic 
signs using Python v3 and pure “numpy” library. The training process for every model with its own dimension of 
the convolutional layer filters consists of 9000 iterations divided into 5 epochs. Also, a training dataset is divided 
into small batches of 50 examples that are fed into convolutional neural network simultaneously. At the end of every 
epoch the accuracy is calculated on the training dataset and on the validation dataset. For calculating accuracy, one 
thousand examples are randomly taken from the training dataset and validation dataset respectively. At the end of 
the first epoch all current model parameters are written into a file. If in the next epoch validation accuracy is higher 
than in the previous epoch, the parameters are updated. In this way, after the training process is finished, every 
model will have the best parameters according to the validation accuracy. Fig. 2 and Fig. 3 show the accuracy data 
comparison in the training process.

After the 9 models are trained, the accuracy is checked on the testing dataset. This dataset consists of 12000 
images that did not participate in the training process. Every model for this operation is loaded with its own found 
best parameters from the saved file after training. Summary results are shown in Table 2.

The testing process is as follows. The12000 images are fed to the input of the developed and trained 
convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of 
traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural 
network are compared with true classes. The result is converted into the accuracy between 0 and 1. The described 
process is applied to any and all 9 models with their own filter dimension.

As is clear from Table 2, in accordance with the testing accuracy the best result is obtained with the model 
where the dimension of the convolutional layer filters is 19 × 19 pixels and the closest is 9 × 9.

The testing process is as follows. The 12000 images are fed to the input of the developed and trained 
convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of 
traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural 
network are compared with true classes. The result is converted into accuracy between 0 and 1. The described 
process is applied to all 9 models with their own filter dimension. Convolutional layer filters can be visualized 
to see the changes from the initial state when they are initialized randomly and the final state when the training 
process is completed. Fig. 4 and Fig. 5 show comparison of initialized filters and trained filters for the model with 
dimension of the filters equal to19 × 19.

Fig. 4 shows that the initialized filters are a chaotic set of pixels of different colours. After training, the 
filters have specific characteristics in the form of lines, curves, waves, dots, etc. These specific filters are being 
looked for in the input image and, in case of finding them, the maximum response is given, which is written in the 
appropriate place of the feature map.
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Fig. 2. Training accuracy of models with different dimension of convolutional layer filters 

Fig. 3. Validation accuracy of models with different dimension of convolutional layer filters

Table 2. Summarized results for accuracy of every model

Model Training Accuracy Validation Accuracy Testing Accuracy

31 × 31 0.965 0.83 0.843
25 × 25 0.957 0.846 0.851
23 × 23 0.95 0.843 0.846
19 × 19 0.963 0.867 0.868
15 × 15 0.967 0.863 0.86
13 × 13 0.955 0.85 0.854
9 × 9 0.963 0.868 0.864
5 × 5 0.961 0.849 0.848
3 × 3 0.931 0.805 0.828
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In addition to the accuracy, the image classification rate for each of the 9 models with their own filter 
dimensions is also estimated. Experimental results are presented in Table 3.

Table 3. The rate of image classification of every model

Model Classification Time, s

31 × 31 0.005419 
25 × 25 0.003651 
23 × 23 0.004366 
19 × 19 0.002786 
15 × 15 0.003181 
13 × 13 0.002364 
9 × 9 0.004472 
5 × 5 0.001879 
3 × 3 0.002046 

The experiments were carried out on a 64-bit laptop with i3 microprocessor with 4 cores, and 4 GB of RAM. 
As is clear from Table 3 the highest classification rate was shown by the model with convolutional layer filters of 
dimension equal to 5 × 5 pixels.

Conclusion
This paper studies the implementation of the classification algorithm for traffic signs based on convolutional 

neural network. The main contribution is analysis of the effect that convolutional layer filter dimensions have 
on classification accuracy and rate of traffic signs. The efficiency of the developed algorithm is evaluated on the 
GTSRB dataset.

Experimental results show that the use of convolutional layer filters with dimension of 9 × 9 and 19 × 19 
gives the best accuracy of 0.864 and 0.868 respectively when tested on the testing dataset. The use of convolutional 
layer filters with 5 × 5 dimension gives the best rate of classification. At the same time, the rate of classification 
applying convolutional layer filters with 9 × 9 and 19 × 19 dimensions is 0.004472 and 0.002786 seconds, 
respectively, and enables their usage in real time applications.

For the future studies, we are planning to research the effect of the number of convolutional layers on the 
classification accuracy. In addition, it is planned to use convolutional neural networks not only for classification, 
but also for detection of traffic signs.

Fig. 4. Initialized filters for 19×19 model 

Fig. 5. Trained filters for 19×19 model
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