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Abstract

The paper presents the study of an effective classification method for traffic signs on the basis of a convolutional neural network
with various dimension filters. Every model of convolutional neural network has the same architecture but different dimension of
filters for convolutional layer. The studied dimensions of the convolution layer filters are: 3 x 3, 5% 5,9 x 9,13 x 13, 15 x 15,
19 x 19,23 x 23,25 x 25 and 31 x31. In each experiment, the input image is convolved with the filters of certain dimension and
with certain processing depth of image borders, which depends directly on the dimension of the filters and varies from 1 to 15
pixels. Performances of the proposed methods are evaluated with German Traffic Sign Benchmarks (GTSRB). Images from this
dataset were reduced to 32 x 32 pixels in dimension. The whole dataset was divided into three subsets: training, validation and
testing. The effect of the dimension of the convolutional layer filters on the extracted feature maps is analyzed in accordance with
the classification accuracy and the average processing time. The testing dataset contains 12000 images that do not participate in
convolutional neural network training. The experiment results have demonstrated that every model shows high testing accuracy
of more than 82%. The models with filter dimensions of 9 X 9, 15 x 15 and 19 x 19 achieve top three with the best results
on classification accuracy equal to 86.4 %, 86 % and 86.8 %, respectively. The models with filter dimensions of 5 x 5,3 x 3
and 13 x 13 achieve top three with the best results on the average processing time equal to 0.001879, 0.002046 and 0.002364
seconds, respectively. The usage of convolutional layer filter with middle dimension has shown not only the high classification
accuracy of more than 86 %, but also the fast classification rate, that enables these models to be used in real-time applications.
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AHHOTAIUA

BeinosnaeHo uccinenoBanne 3GpdeKTHBHOr0 MeTosia KiacCH(UKaluy JOPOXKHBIX 3HAKOB Ha OCHOBE CBEPTOYHOI HEWPOHHON
ceTH ¢ GUIBTPaMu pa3IndyHON pa3MepHOCTH. Kaxias Moaeab CBEpTOYHOM HEHPOHHOM CETH NMEET OANHAKOBYIO apXUTEKTYPY,
HO Pa3HYyI0 pa3MepHOCTh (PUIBTPOB I CBEPTOUHOTO cios. VccnenyeMbIMu pa3MepHOCTAMHI (DUIBTPOB CBEPTOYHOTO CIIOS
sBIsIoTes 3 X 3, 5% 5,9 %9, 13 x 13, 15 x 15,19 x 19, 23 x 23, 25 x 25 u 31 x 31. B Ka10M dKCIIEpEMEHTE BXOJHOE M30-
OpaskeHHUe TIO/IBEpraeTcs ONepalliy CBEPTKU (DHMIIBTpaMu ONIpeeIeHHO pasMepHOCTH | C OIIPEICIICHHOM TITyONHOI 00paboTKu
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IpaHuIl H300paXKeHHs1, KOTOPast MPSIMO IPOIOPIIHOHAIBHO 3aBUCHT OT Pa3MEPHOCTH (PUIIBTPOB U BapbUPYETCs B MPEAEiax OT
1 1o 15 nukceneit. XapakTepUCTHKH MPEAI0KESHHBIX METOIOB OLICHHBAIOTCS C MMOMOIIBIO HEMEIIKOr0 Habopa H300pakeHHA
nopoxHbIx 3HakoB (GTSRB). M306pakenust u3 naHHoro Habopa ObIIM YMEHBIICHBI B Pa3MEPHOCTH 10 32 X 32 muKcemnei.
Bech Habop naHHBIX ¢ N300paKeHUSAMH OBUT pa3/iesieH Ha TPH YacTH: HaOOp 1711 00yUueHus1, HaOop A BAIMAAMN U HA0OP I
TECTUPOBaHUS. BimsHue pasMepHOCTH QHIBTPOB CBEPTOTHOTO CIIOS HA M3BICUCHHBIC KAPThI XapaKTEPHCTHK aHAM3UPYETCS B
COOTBETCTBHH C TOUHOCTBIO KJIACCH(UKALNK U CPEeHIM BpeMeHeM o0padorku. Habop HaHHBIX AJISI TECTHPOBAHUS CONCPIKUT
12000 n306paxeHnit, KOTOpBIC HE MIPUHUMAIOT yJacTHsl B 00yUCHUH CBEPTOYHOIT HEHPOHHOH ceTH. Pe3ynbTaTsl SKCIIepIMEHTOB
MOKAa3aJIH, 4TO KXK/asi U3 Mojiesiel 001a1aeT BRICOKOW TOYHOCTBIO KiIacCH(UKALUK, KoTopast cocTapisieT bosee 82 %. Mozaemnu
¢ pazmMepHOCTBIO GribTpoB 9 X 9, 15 x 15 1 19 X 19 Bonutk B epByI0 TPOHKY C JIyYIIMMH pe3y/IbTaTaMt [10 TOYHOCTH KIIACCH-
(ukaruu, kotopas coctaBmia 86,4, 86 u 86,8 % cooTBeTcTBeHHO. MOIEH ¢ pa3MEepHOCTHIO uibTpoB 5 X 5,3 x 3 u 13 x 13
BOLIJIH B NIEPBYIO TPOHKY € JIyUIIMMU pe3yJabTaTaMH 110 CpeiHel ckopocT 00padoTky, Kotopas coctauia 0,001879, 0,002046
u 0,002364 cexyHa COOTBETCTBEHHO. Vcnonb30BaHue cpefHei pa3MepHOCTH (GHIBTPOB IS CBEPTOYHOIO CIIOS IOKA3aJlo He
TOJIBKO BBICOKYIO TOUHOCTH Kiaccupuxarmu 6onee 86 %, HO ¥ BBICOKYIO CKOPOCTb KIACCH(UKAIIHN, YTO TO3BOJISIET UCIONB30-
BaTh TaKHE MOJCIH B MPIJIOKCHUSX JUISt paOOTHI B PEaTbHOM BPEMEHH.

Kurouesble ciioBa

KIIacCH(UKAIWS JOPOKHBIX 3HAKOB, CBEPTOYHASI HSHPOHHAS CeTh, (PMIIBTPHI CBEPTOYHOTO CII0SI, U3BJICUCHUE KapT XapaKTepH-
CTHK, TOYHOCTH KJIacCH(UKanuu

Introduction

Classification task for traffic signs is important from the traffic safety point of view. A significant part of road
traffic violations occurs due to drivers’ non-compliance with the speed limit. In this regard, many car manufacturers
use traffic sign classification systems to detect a speed limit sign on the image. These systems compare the current
speed of the vehicle with the speed allowed on the current section of the road and notify the driver of the excess
speed or automatically change the speed. The use of traffic sign classification systems in conjunction with the
navigation system makes it possible to obtain data on the speed limit even in cases where the sign has not been
determined, namely, the driver will be informed of the possible presence of the sign.

The main problem associated with this task is the classification of traffic signs in real conditions. Night time
and bad weather conditions complicate significantly the process of the sign classification on the image.

The methods of image classification based on neural networks are actively used and described in the literature
[1-6]. However, every method has its advantages and disadvantages. Therefore, the development of a reliable
algorithm is still a problem of open research. When testing sign classification systems in real traffic conditions,
some signs may be misinterpreted due to different levels of light, vibration, different angles of shooting traffic
signs. To eliminate these shortcomings, convolutional neural networks have proven themselves [7-11]. Such neural
networks are more effective in solving image classification problems than fully connected neural networks in terms
of computational load, as well as due to considerably less number of configurable parameters. However, the main
advantage of convolutional neural networks is that they are invariant with respect to the shape, rotation and color
intensity of the input images.

The paper considers the effect of different dimension of convolutional neural network filters on the accuracy
and rate of classification. This dimension determines the number of features that will be combined to obtain a new
feature at the output feature map. Therefore, the use of small dimension (3 x 3) of convolutional layer filters combines
fewer features and can lead to the loss of important information. On the contrary, the use of a large dimension (31 % 31)
of convolutional layer filters combines more features, but can lead to redundancy of information on irrelevant or
unnecessary characteristics. Training of the convolutional neural network takes place on the GTSRB dataset [12, 13].

Convolutional neural network for traffic sign classification

Classification using convolutional neural networks is a modern method of pattern recognition in computer
vision. Convolutional neural network receives an image and processes it in convolutional layers. Every convolutional
layer consists of a set of trainable filters that process the input image with a convolution operation. The essence
of this operation is that the filter slides over the image and produces an elementwise multiplication of the values
of the filter pixels and the current image area. The result is summarized and written in the corresponding position
of the output feature map. The peculiarity of the convolution layer filters is that they give the possibility to detect
the same specific features in different parts of the image. Mathematically, the convolution operation is described
by the following equation:

(F)lm, n] = Ey flm =k, n—11-glk, 1,

where fis an initial matrix of input image; g is a filter for convolution; m, n are the height and width of the feature
map; k, [ are the height and width of the filter.

Before feeding to the input of convolutional neural network, every image is preprocessed. Since the images
from GTSRB dataset were used for this study, they were first reduced in size to a resolution of 32 x 32 pixels.
This dataset was divided into three subsets for training, validation and testing with preserving the proportions
of the images for every class. Further, the normalization of images was performed by dividing them by 255 and
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subtracting the mean image, which, in turn, was calculated from the training dataset. As a result, the dataset
containing 3-channeled RGB images was prepared. Training subset contains 50000 images, validation subset
contains 4000 images and testing subset contains 12000 images. The convolutional neural network training takes
place with batches of 50 examples at the same time.

The architecture of convolutional neural network is the same for all experiments, but with different
dimension of convolutional layer filters. Developed architecture of convolutional neural network under study is
shown in Fig. 1.

Three-channeled RGB input image is fed to the convolutional layer, which consists of 32 filters. Since the
input image has 3 channels, every filter of convolutional layer also consists of 3 channels. As a result of convolution,
32 feature maps are calculated in accordance with the number of the convolutional layer filters. The ReLU (Rectified
Linear Unit) activation function is applied to the received feature maps, which excludes negative values by replacing
them with zeros [14, 15]. This is followed by a layer of dimension reduction (also known as pooling layer), followed
by a hidden fully connected layer with 500 neurons. The output layer consists of 43 neurons in accordance with
number of classes of traffic signs in the GTSRB dataset.

Parameters of the developed convolutional neural network are described in Table 1. As can be seen from
Table 1, the loss function in this study is negative log-likelihood function. The cost function in this study is defined
as an average of loss functions overall current training batch. The process of convolutional neural network training
is to minimize the cost function by the gradient descent method, which is also called back propagation method.

Feature maps Feature maps Affine Affine
after poolin; Hidden Output

Input Image

Filters
of convolutional
layer
Fig. 1. Architecture of convolutional neural network
Table 1. Parameters of the developed convolutional neural network
Parameter Description

Weights Initialization HE Normal
Weights Update Policy Adam
Activation Function ReLU
Pooling 2 x 2 Max

Loss Function

Negative log-likelihood

Cost Function

Average of Loss Functions

Stride for Convolutional Layer

1

Stride for Pooling Layer

2

Negative log-likelihood function is described by the following equation:
L(r, y)==[y:Inr + (1 = y)-In(l - 7],

where r is an obtained probability with convolutional neural network for each of 43 classes; y is a true probability
for each of 43 classes.
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Cost function is described by the following equations:
TOB) =S 1 ),
JOoB) === 5 LI+ (14 59) (1 =),
m

where w, b are the weights and biases of the output fully connected layer; m is a number of iterations.

There is another important parameter that is directly related to the processing of the input image boundaries.
This parameter is a zero frame (also called zero-padding frame) created around the input image before being sent
to the convolutional layer. In this study, this parameter is linearly dependent on the dimension of the convolutional
layer filters and is calculated by the following equation:

d-1
d=—",
pa 5

where d is the dimension of the convolutional layer filters.

Since this study analyzes the dependence of the dimensions of the convolutional layer filters on the accuracy
and rate of classification of traffic signs, the zero-padding frame parameter is very important. For example, the
convolutional layer filters with 9 x 9 dimension process an input image with zero padding frame of 4, that is, the
input image dimension is increased from 32 x 32 to 36 x 36. Consequently, the image border, namely, the extreme
pixels of the input image 32, 31, 30, etc., are processed with filters to an additional depth of 4 pixels. With gradual
increase of the dimension of the convolutional layer filters, the size of the zero-padding frame and the processing
depth for the image borders by the filters will increase. This processing makes it possible not to miss the data located
on the border of the image, especially in cases where important information on the image has been cropped.

Experimental results

In this study, training of the convolutional neural network is performed using various dimensions of
convolutional layer filters, namely 3 X 3, 5% 5,9 x9, 13 x 13, 15 x 15, 19 x 19, 23 x 23, 25 x 25 and 31 x 31.
Consequently, in total, 9 models are trained with the same architecture, but with different filter dimensions. Training
is conducted 9 times for every model on the preprocessed GTSRB training dataset with 50000 examples of traffic
signs using Python v3 and pure “numpy” library. The training process for every model with its own dimension of
the convolutional layer filters consists of 9000 iterations divided into 5 epochs. Also, a training dataset is divided
into small batches of 50 examples that are fed into convolutional neural network simultaneously. At the end of every
epoch the accuracy is calculated on the training dataset and on the validation dataset. For calculating accuracy, one
thousand examples are randomly taken from the training dataset and validation dataset respectively. At the end of
the first epoch all current model parameters are written into a file. If in the next epoch validation accuracy is higher
than in the previous epoch, the parameters are updated. In this way, after the training process is finished, every
model will have the best parameters according to the validation accuracy. Fig. 2 and Fig. 3 show the accuracy data
comparison in the training process.

After the 9 models are trained, the accuracy is checked on the testing dataset. This dataset consists of 12000
images that did not participate in the training process. Every model for this operation is loaded with its own found
best parameters from the saved file after training. Summary results are shown in Table 2.

The testing process is as follows. The12000 images are fed to the input of the developed and trained
convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of
traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural
network are compared with true classes. The result is converted into the accuracy between 0 and 1. The described
process is applied to any and all 9 models with their own filter dimension.

As is clear from Table 2, in accordance with the testing accuracy the best result is obtained with the model
where the dimension of the convolutional layer filters is 19 x 19 pixels and the closest is 9 x 9.

The testing process is as follows. The 12000 images are fed to the input of the developed and trained
convolutional neural network, and the result is written to a vector. This vector consists of 12000 class numbers of
traffic signs classified by convolutional neural network. Further, the obtained classes with convolutional neural
network are compared with true classes. The result is converted into accuracy between 0 and 1. The described
process is applied to all 9 models with their own filter dimension. Convolutional layer filters can be visualized
to see the changes from the initial state when they are initialized randomly and the final state when the training
process is completed. Fig. 4 and Fig. 5 show comparison of initialized filters and trained filters for the model with
dimension of the filters equal to19 x 19.

Fig. 4 shows that the initialized filters are a chaotic set of pixels of different colours. After training, the
filters have specific characteristics in the form of lines, curves, waves, dots, etc. These specific filters are being
looked for in the input image and, in case of finding them, the maximum response is given, which is written in the
appropriate place of the feature map.
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Fig. 3. Validation accuracy of models with different dimension of convolutional layer filters
Table 2. Summarized results for accuracy of every model
Model Training Accuracy Validation Accuracy Testing Accuracy
31 x31 0.965 0.83 0.843
25 x 25 0.957 0.846 0.851
23 x 23 0.95 0.843 0.846
19 x 19 0.963 0.867 0.868
15x15 0.967 0.863 0.86
13x13 0.955 0.85 0.854
9x9 0.963 0.868 0.864
5%x5 0.961 0.849 0.848
3x3 0.931 0.805 0.828
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A i\Y
Fig. 5. Trained filters for 19x19 model

In addition to the accuracy, the image classification rate for each of the 9 models with their own filter
dimensions is also estimated. Experimental results are presented in Table 3.

Table 3. The rate of image classification of every model

The experiments were carried out on a 64-bit laptop with i3 microprocessor with 4 cores, and 4 GB of RAM.
As is clear from Table 3 the highest classification rate was shown by the model with convolutional layer filters of
dimension equal to 5 x 5 pixels.

Conclusion

This paper studies the implementation of the classification algorithm for traffic signs based on convolutional
neural network. The main contribution is analysis of the effect that convolutional layer filter dimensions have
on classification accuracy and rate of traffic signs. The efficiency of the developed algorithm is evaluated on the
GTSRB dataset.

Experimental results show that the use of convolutional layer filters with dimension of 9 x 9 and 19 x 19
gives the best accuracy of 0.864 and 0.868 respectively when tested on the testing dataset. The use of convolutional
layer filters with 5 x 5 dimension gives the best rate of classification. At the same time, the rate of classification
applying convolutional layer filters with 9 X 9 and 19 x 19 dimensions is 0.004472 and 0.002786 seconds,
respectively, and enables their usage in real time applications.

For the future studies, we are planning to research the effect of the number of convolutional layers on the
classification accuracy. In addition, it is planned to use convolutional neural networks not only for classification,
but also for detection of traffic signs.
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