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Abstract

In recent years, the task of selecting and tuning machine learning algorithms has been increasingly solved using
automated frameworks. This is motivated by the fact that when dealing with large amounts of data, classical methods are
not efficient in terms of time and quality. This paper discusses the Auto-sklearn framework as one of the best solutions
for automated selection and tuning machine learning algorithms. The problem of Auto-sklearn 1.0 solution based on
Bayesian optimization and meta-learning is investigated. A solution to this problem is presented. A new method of
operation based on meta-database optimization is proposed. The essence of the method is to use the BIRCH clustering
algorithm to separate datasets into different groups. The selection criteria are the silhouette measure and the minimum
number of initial Bayesian optimization configurations. The next step uses a random forest model, which is trained on
a set of meta-features and the resulting labels. Important meta-features are selected from the entire set. As a result, an
optimal set of important meta-features is obtained, which is used to find the initial Bayesian optimization configurations.
The described method significantly speeds up the search for the best machine learning algorithm for classification tasks.
The experiments were conducted with datasets from OpenML to compare Auto-sklearn 1.0, 2.0 and a new version that
uses the proposed method. According to the results of the experiment and statistical Wilcoxon T-criterion tests, the new
method was able to outperform the original versions in terms of time, outperforms Auto-sklearn 1.0 and competes with
Auto-sklearn 2.0. The proposed method will help to speed up the time to find the best solution for machine learning
tasks. Optimization of such frameworks is reasonable in terms of saving time and other resources, especially when
working with large amounts of data.
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AHHOTALUA

IIpenmet uccienoBanus. 3a MOCISIHUE TOBI 3a/1ady BBIOOpa M HACTPOUKH aJTOPUTMOB MAIIMHHOTO OOydYCHUS BCe
Yale peraroT ¢ HOMONIBI0 aBTOMATH3UPOBAHHEIX (PeHMBOPKOB. DTO MOTHBHPOBAHO TEM, UTO B paboTe ¢ GOIBIINM
00BEMOM JaHHBIX KJIAaCCHUECKHE METOIBI He 2 (hEeKTUBHBI C TOUKH 3pEHUsI BpeMEHH 1 KadecTBa. B paboTe paccmorpen
¢peiimBopk Auto-sklearn Kak 0JJHO U3 JIy4IIHX PELICHHUH JUIsl aBTOMaTH3UPOBAHHOTO BHIOOPA U HACTPONKH aJrOpUTMOB
MammHHOro o0y4enus. Viccnenosana npodnema penrennst Auto-sklearn 1.0, ocHoBaHHOTO Ha 0alieCOBCKON ONTUMHU3ALIMI
u Meta-o0ydenun. [Ipencrasneno pemenne ganHoi mpoodiaemsl. Metoa. [IpeaioixkeH HOBBII MeTO pabOThI, OCHOBaHHBII
Ha ONTUMHU3AINH MeTa-0a3bl. CyIIHOCTh METOJa COCTOHT B HCIIOIBb30BaHUHU anropuT™a kiactepusanuu BIRCH, mms
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N.I. Kulin, S.B. Muravyov

pazzneneHust HabOPOB JAaHHBIX 110 Pa3IMYHBIM rpynmaM. KputepusiMu oTOopa sIBISIOTCS Mepa CHITydTa  MUHUMAaJIbHOE
KOJIMYECTBO HadalbHBIX KOH(Urypanuii 6aiiecoBckoil onTumu3annu. Ha ciemayromem mare HCroib30BaHa MOJEIb
cltydqaifHOTO Jeca, KoTopast o0ydeHa Ha Habope MeTa-TPHU3HAKOB U TTOMY4eHHBIX MeTKax. IIpn 3ToM 0ToOpaHk! BaxKHbIE
MeTa-TIPU3HAKN 13 Bcero Habopa. B ntore momyuen onTumanbHbIH HaOOp MeTa-IPU3HAKOB, KOTOPHIH HCIIONb30BAH
JUTSL HAXOXKICHUS HadallbHBIX KOHUrypanuii OaiiecoBckoii ontuMuzanii. OCHOBHBIE pe3yJbTaTbl. PaccMOTpeHHbIH
METOJ TTO3BOJISIET 3HAYUTEIIHHO YCKOPHUTH TIONCK JIYHIIIETO aTOPUTMa MAIlTMHHOTO OOYYeHUsI JUTs 3a/1a9 KJIaCCH(HKAIIIH.
IIpoBeneHs! sxcnepuMeHTH ¢ Habopamu faHHBIX 13 OpenM, BhIONHEHO cpaBHeHHE Auto-sklearn 1.0, 2.0 u HOBO#t
BEPCHH, KOTOPask MCIIOJIb3yeT MpeaiaraeMblii Metoa. I1o pesyapraTam dKCIIEpUMEHTA M CTaTUCTHYECKUX TECTOB
Ha T-xpuTepuil YUIKOKCOHA HOBBIH METOJ NMPEBOCXOJUT [0 BPEMEHH OPHI'MHAIIBHBIE BEPCHU M IO KadecTBy Auto-
sklearn 1.0 u coctaBnsieT KOHKypeHIHIO ¢ Auto-sklearn 2.0. IlpakTHueckasi 3HAYHMOCTB. B pesynbsrate MeToq
MO3BOJISIET YMEHBIINTh BPEMST HAX0XKIEHHSI JTyUIIIEero peleH s s 3aa4 MalllMHHOTo o0yueHus. ONTUMHU3anus TaKuX
(bpeitMBOPKOB 11e71€cO00pa3Ha ¢ TOUKHU 3pEHHUS SKOHOMHHU BPEMEHH U JPYTHX PECYPCOB OCOOEHHO B paboTe ¢ OOIBIINM

00HEMOM JTaHHBIX.

KiioueBble cj10Ba

AutoML, aBTromaTH4eckoe MalInHHOE 00yUIeHHe, MAlIMHHOE 00ydeHHe, MeTa-o0yueHune, Kaccu(uKkanus

Ccpuaka nas nutupoBanus: Kymun H.U., Mypaseés C.b. Meton orbopa MeTa-ipu3HaKkoB Ha OCHOBE (hpeliMBOpKa
Auto-sklearn // HaydaHo-TexHIYeCKIiT BeCTHUK NH()OPMAIMOHHBIX TEXHOJIOTHH, MexaHuKH 1 onTukd. 2021. T. 21, Ne 5.
C. 702-708 (na anrm. s13.). doi: 10.17586/2226-1494-2021-21-5-702-708

Introduction

At the moment, one of the most common domains in
machine learning is automatic machine learning (AutoML),
which is in demand in many scientific and industrial fields
[1, 2]. AutoML is used for the problem of finding the
optimal algorithms in machine learning tasks; this problem
is also known as Combined Selection and Hyperparameter
Optimization (CASH). With the advent of the various
AutoML frameworks, the machine learning problem-
solving processes have been optimized in terms of time
and efficiency. Finding the best “model-hyperparameter”
configurations has become more objective and reasonable
[3]. Today it is relevant in industrial environments where
huge data clusters are used and searching for suboptimal
configurations leads to various expenses [4].

Among frameworks, different approaches are used
to find the optimal algorithm. For example, there are
methods based on evolutionary algorithms, on Bayesian
optimization; some of them use classical methods like Grid
and Random Search. This paper deals with a classification
task and uses the Auto-sklearn framework as a solution,
which applies Bayesian optimization approach and meta-
learning. The datasets for classification tasks were taken as
experiments. The purpose of this paper is to demonstrate a
new method of selection meta-features that is superior in
finding efficient configurations compared to the original
one.

Background

The task of finding the optimal algorithms can
be classified into two subclasses: CASH (Combined
Selection and Hyperparameter Optimization) and HPO
(Hyperparameter Optimization). The difference between
them is that HPO searches for the optimal configuration
with respect to a single algorithm, while CASH considers
optimization among several machine learning models and
their hyperparameters. For this paper, we will be interested
in CASH since it is more popular in industries.

One of the most popular solutions to this problem is
Bayesian optimization. It is a global optimization method

that builds a stochastic model of a mapping function
from hyperparameter values to a target function applied
on a test set. By iteratively applying a prospective
hyperparameter configuration based on the current model
and then updating it, Bayesian optimization seeks to
gather as much information as possible about the function
and the location of the optimum. One advantage of this
approach is that it explores not only the neighborhood
of the local error minima, but also other unexplored
regions, thereby increasing the probability of finding new
minimum locations. It has been shown experimentally that
Bayesian optimization converges to an optimal solution
faster than Grid and Random Search. So in the Data-
Science community, Bayesian optimization has gained
more demand and motivation in creating its various
implementations, which we will describe below [5, 6].

Bayesian optimization

Sequential model-based optimization (SMBO) is
one implementation of Bayesian optimization that finds
a subspace or region of hyperparameters by which the
algorithm will have a high metric value given the history of
the considered hyperparameter points [7]. SMBO includes
the following two parts: a probabilistic surrogate model and
a selection function. The surrogate model is a model of the
error function with respect to the hyperparameter location
in the hyperparameter space. The essence is that we test
several configurations in each iteration for their efficiency
in solving the problem and update the surrogate model with
the obtained results by recognizing better the neighborhood
of the error minimum. The Gaussian processes (GP)
and Tree-Structured Parzen Estimators (TPE) are used
as a surrogate model. The preferred configurations are
selected by a selection function, usually using the expected
improvement.

SMBO was actively used for a long time, but at that
time, it had a number of limitations. First, the space of
hyperparameters was represented as continuous, hence
it was impossible to embed categorical parameters,
which were available in many ML models. Second,
SMBO considered only one pipelining, which made it
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impossible to parallelize the process. These problems are
solved by extending Sequential Model-based Algorithm
Configuration (SMAC) with an ensemble of regression
trees and adding several hyperparameters and algorithms.
Based on experimental results, SMAC was able to
outperform its competitors significantly.

Meta-learning

Meta-learning is an approach to determine the most
appropriate algorithm for a particular task from a portfolio
of algorithms [8—10]. It is one of the active areas of
learning, which has been described in various articles
and textbooks. The basic idea behind meta-learning is to
optimize the process of finding the best algorithm choice
by selecting a portfolio of proposed configurations. The
concept is as follows: each data set can be represented
as a group of meta-features, which can be the number of
quantitative, categorical features, the number of classes,
class entropy, the number of missing values, etc. Datasets
can be described in the space of such meta-features and
store configurations with the highest metric result. Such
a model is called a meta-base. The intuition is as follows:
the datasets that have similar meta-features have similar
best configurations. Thus, when solving a particular
machine learning problem for a particular dataset, one can
find the nearest neighbors from the meta-base and take
configurations from them, building a portfolio to use as
a “warm start” at the beginning of the search for optimal
algorithms. Such a collocation is significantly superior
in comparison to the conventional SMAC, Tree Parzen
Estimators (TPE), and naive algorithm that is shown in
Fig. 1, where an average rank and functional evaluations
are in conventional units [11].

Auto-sklearn

Auto-sklearn is one of the modern frameworks for
algorithm selection and hyperparameter optimization, based
on the scikit-learn library [12]. The framework has a large
number of examples and good documentation, is available
for classification and regression problems, contains many
algorithms for data processing, categorical parameter
coding and handling missing values to enumerate different
combinations of pipelines. Auto-sklearn 1.0 uses Bayesian
optimization along with the meta-learning discussed earlier,
as well as automatic ensemble construction. Auto-sklearn
is currently one of the most efficient and fast frameworks,
and its working principle is shown in Fig. 2.

Despite the good performance of the first version, the
developers of the framework were not convinced that
meta-learning helps to achieve better and faster results.
In their opinion, the use of some meta-features had no
rational explanation, and good meta-features are expensive
to compute them. This was one of the reasons to develop
a new version that does not take meta-learning as a basis,
namely, Auto-sklearn 2.0 that uses a unique portfolio of
configurations at the beginning of the search for the best
algorithm. Developer experiments showed the superiority
of the second version that is shown in Fig. 3, where an
average rank is in conventional units [13].

However, there was no detailed information about
problematic meta-features. This lack of information
prompted us to investigate the meta-features used in Auto-
sklearn 1.0. While examining the framework and meta-
features, we found some problems. First, Auto-sklearn
developers do not use the classifier landmarks that are
proposed in the SMAC model. Second, there are mutually
exclusive, highly correlated, and anti-correlated meta-
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features in the first version which are shown in Fig. 4. It
leads to unnecessary computation and additional expansion
of the meta-base, which is used in the nearest-neighbor
search for a particular dataset and hence it slows down the
search. Third, there are such meta-features that have their
logarithmic counterparts.

We proposed the following hypothesis: the set of
meta-features in Auto-sklearn 1.0 is not optimal, and the
system may not achieve the fastest and best solution in the
given time. In addition, because the meta-features were
not studied, this may be the reason why Auto-sklearn 2.0
excelled in the experiment set by the developers, which
made the first version uncompetitive. Our goal is to find a
set of meta-features that produces the best results in many
tasks in the fastest time.

Proposed method

In this paper, we propose to use a new method for
selecting meta-features. The first original version of Auto-
sklearn contains 40 meta-features. We had to look at all
the different meta-features to find the optimal set. For this
purpose, we used the Python meta-feature extractor (Pymfe)
library, which has a large set consisting of several groups
of meta-features: general, information-theoretic, model-
based, orientational, relative landmarks, by clustering type,
conceptual, by feature sets, and by complexity [14].

To evaluate which meta-features to use, we conducted
the following procedure. First, the entire meta-base was
replaced by rewriting the old meta-traits. For the new
meta-base, the data sets from OpenML and Kaggle were

taken. All the default meta-features from the Pymfe, about
225 meta-recognitions, were written, which were used
to describe the datasets. The next step was to find meta-
features that were good at separating datasets into groups
of similar features. This could be an advantage for finding
new configurations across the entire meta-base, as well
as across a single group of attributes in order to reduce
search time. To cluster the data in the new database, the
following methods were required: K-means, agglomerative
hierarchical clustering and BIRCH [15]. The quality of
clustering was measured by the silhouette metric. The
number of clusters should not exceed five, as the minimum
number of initial configurations was required for one
group of data, i.e. 25. As a result of the search for the
best clustering algorithm with Optuna, the BIRCH method
performed best, dividing the space into three groups
according to the maximum achieved value of the silhouette
metric —0.113.

The next step is the direct selection of meta-features.
For this purpose, the random forest algorithm was used,
since it supports the feature importance function. To set
up the hyperparameters of the random forest, Optuna has
also been used. As a result, the following random forest
hyperparameters were configured: the tree depth is equal
to 15, and the number of trees is equal to 864. A cross-
validation showed 0.95 for accuracy metrics and 0.95 for
fl-measure, which implied the successful training of the
classifier. The random forest was maintained using the
Pickle to predict the class on the new data. The process
of selecting meta-features according to their importance
using the forest model was performed. The results showed
that most of the meta-features had an importance of no
more than one percent, which meant that they had little
influence on the classifier’s decision to assign a group type
to datasets. Therefore, meta-features with less than one
percent importance were excluded. As a result, 24 meta-
features were selected for the new meta-base.

Comparison

For the current comparison, we proposed the
AutoSklearn 1.2 version using the new meta-feature
selection method, the original versions AutoSklearn 1.0 and
2.0, and the version without redundant and correlated meta-
features Auto-sklearn 1.1. The experiment used 80 datasets,
and the accuracy and fl metrics are shown in conventional
units. The results are shown in Fig. 5-6.

During the experiment, statistical Wilcoxon T-tests were
conducted to accurately interpret the results described in
Table, in which the proposed version of Auto-sklearn 1.2
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showed superiority in quality measure over Auto-

sklearn 1.0 and was competitive with Auto-sklearn 2.0,
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Auto-sklearn version sets for f1 measures. In terms of speed,
Auto-sklearn 1.2 was the fastest, with a time of 4 hours
and 19 minutes, followed by Auto-sklearn 1.1 at 4 hours
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Table. Results of statistical tests according to the Wilcoxon test

HO: Null hypothesis H1: Alternative hypothesis T-test Wilcoxon P-value
F(x) ) = F(x o) fl F(x1.0) > F(x1,0) 585 0.047
F(x)5) = F(x, ) fl F(x)5) > F(xp) 1177 0.572
F(x5,0) = F(x ) f1 F(x3,0) > F(x1,0) 1335 0.071
F(x;,) =F(x; ) fl F(xy.) > F(xp0) 1528 0.600

and 20 minutes, Auto-sklearn 1.0 required 4 hours and
21 minutes, the second version was 4 hours and 25 minutes.

Conclusion

This paper proposes a new method for meta-feature
selection using Auto-sklearn improvement as an example.
We conducted the experimental studies and made a
comparative analysis of the performance of the developed
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