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Abstract

In the meantime, speech coding is one of the methods to represent the digital speech signal as in possible fewer bits value
and to maintain the quality and its clearness. In omnipresent situations, encryption and examination of speech maintain
a crucial role in various acoustic-based coding systems. This paper, using subband and Huffman coding technique, has
been used for speech signals description to reduce the occupied by the speech data memory. The amplitude values of the
taken speech are segregated after pre-processing, windowing and decomposition techniques. These data are converted
into the frequency domain using discrete cosine transform (DCT). Then 90 foremost coefficients have been coded by
Huffman method, they contain the most valuable information of speech signals. Signals are segregated then and subband
coding techniques applied. To reconstruct the input speech, the taken speech is re-transformed in the form of time-domain
applying through inverse discrete cosine transform (IDCT). This experiment is carried out by speech data at 8 kHz with
16 bits/per sample. The SNR (Signal to Noise Ratio) shows the efficiency of this applied technique.
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AHHOTALUA

KozxmpoBanue peun — OANMH U3 METOOB IPE/CTaBICHUS U(POBOTO PEIEBOr0 CHTHANA C MCIIOIB30BAaHUEM MAJIOTO
4uciia OUTOB, TIPH 3TOM BO3MOXKHO COXPAHHTh MX KadeCTBO M TOYHOCTH. B GonpmmHCTBE cuTyaruii mmppoBaHue n
KaueCTBO PEYH UTPAIOT PELIAIONIYI0 POJIb B PA3JIMUHbIX aKyCTUYECKHX CHCTeMax KoaupoBanus. [IpemioxkeH crocod
YMEHBUICHUA 3aHUMaeMO namMATH, HCHOJ’[b3y6MOﬁ PEUYCBBIMU JAaHHBIMU C IPUMECHCHUEM IOoAAMAara3oHa u ajropurma
Xadpmana 11t pedeBbIX CUTHATIOB. BbIJeIeHbl 3HAYCHUS aMIUTUTY/Ibl PEYEBOrO CUTHAJA MOCIIe MPEe/IBAPUTEIBHOIM
00paboTKH, OKOHHOH 00pabOTKM M MPUMEHEHHUSI METOIOB JeKOMITO3UIHHU. [lomyyeHHbIe faHHBIE TPeoOpa3oBaHbl B
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T. Akilan, L. Raja, U. Hariharan

YaCTOTHYIO 00J1aCcTh C MCIOJIb30BaHUEM JAUCKPETHOTo KocHHycHOro npeodpasoBanus (Discrete Cosine Transform, DCT).
[IpoBeneno koaupoanue MetonamMu Xapdmana 90 0CHOBHBIX KOIDPHUIIMEHTOB, COEPIKALIMX HAMOObIIIEE KOTUIECTBO
uH(OpMALUU O pedeBbIX CUrHadax. s BOCCTAHOBICHMS MCXOAHOM pedyM 3aKOAMPOBAHHBINH CUTHAJ HOBTOPHO
npeoOpa3oBaH B popMy BO BPEMEHHOH 00JIaCTH ¢ IPUMEHEHHEM 00PaTHOTO AUCKPETHOTO KOCHHYCHOTO ITpeo0pa3oBaHus
(Inverse Discrete Cosine Transform, IDCT). BeirmonHeH SKCriepuMeHT ¢ pedeBBIMH JaHHBIMU ¢ 16 OGuTamu 1Mo BEIOOpKe
Ha vactote § kI'1. Benmunna nokasarenst SNR (oTHomeHue curaan/urym) nokassiBaeT 3 QpeKTHBHOCTh Mpe/IaraeMoro

METOoza.

KiioueBrble c10Ba

JICKOMIIO3UIIHS, TUCKPETHOE KOCHHYCHOE TipeoOpazoBanue, DCT, oOpaTHOE TUCKPETHOE KOCHHYCHOE MpeoOpa3oBaHue,
IDCT, anroput™ Xaddmana, SNR, nogmanason, KBaHTOBaHHE, OKOHHOE ITPe0Opa3oBaHIe

Ccpuika nas nutupoBanus: Axwian T., Pampka J1., Xapuxapan VY. HccnenoBanne 3h)()eKTHBHOCTH IIIYMOIIOIaBICHUS
HPHU KOTUPOBAHUH PEYEeBOro cUrHaia 6e3 moreps / HayuyHO-TeXHUYECKHH BECTHUK MH(OPMAIIMOHHBIX TEXHOJOTHH,
mexaHuku 1 ontuku. 2022. T. 22, Ne 2. C. 254-261 (na anru. s13.) doi: 10.17586/2226-1494-2022-22-2-254-261

Introduction

Coding in speech is the process of the ability to
transform the speech signals into a more compressed form
with minimum repetition of the speech signal. The speech
signal is well transformed into digital form, and it may
be stored in a digital medium. It is possible to decode the
speech data with the finest achievable good quality [1].
Meanwhile, other various signals, being sampled, have
a lot of data that may neither redundant nor perceptually
unrelated. The process of splitting the taken speech signals
into subbands using bandpass filters, and after that coding
every band individually is known as the subband coding
technique. The total number of samples to be coded is taken
in minimum, and then sampling rate of the speech signals
in every band is minimized by the decimation process.
Bandpass filters aren’t perfect because of a few overlaps
in the midst of the adjacent bands, and errors may happen
during the decimation process. Subband coding plays a vital
role so that each individual band can be coded differently. It
was the main benefit of subband coding used in this paper,
and this method may control the error in coding for each
band to manage properly the human hearable way.

In Huffman coding, the speech signals are arranged
in the decreasing order of frequency (increasing order of
probability of occurrence) [2]. The salient components of a
Huffman tree coding are nodes as well as leaves. At every
stage, the calculation has been done for the two leaves
which are having the lowest probability value. After that, it
may couple together to create a new node. In this process,
the tree has been constructed in the way of the bottom-
up approach on N-1 steps. Let N will be the number of
symbols. Value 0 is allocated to every left going path, and
each right going path is assigned 1.

Proposed Methodology

Speech Compression Technique

This technique may differ in the amount of compression
in data, as well as in the sample rate used. It provides
distinguishing levels of system complexity and minimizes
the quality of speech information.

Then, the stored compressed waveform will be
transferred along with loss or without loss. Speech signals
are managed through mingling, equalization, and filtering.
The audio signal enters the encoder that use only lesser bits
rather than original speech signals bit-rate. As a result, the

transmission bandwidth of the speech signal is minimized,
as well as minimized the memory size occupied by the
speech files. Basically, the speech compression technique
is divided into two different categories: lossless and lossy
coding. Lossy coding is truly clear to hear for human
perceptibility, and lossless compression has a factor of
compressing ranges from 6 to 1. Fig. 1 shows the original
speech signal. Fig. 2, a describes the block diagram of
the proposed speech coding by the Huffman technique. In
that technique the input speech signal is decomposed into
eight levels of segmentation; then windowing is applied
while a lengthy signal was increased by the windowing
function with determinate length, providing very little
weighted length in the form of input speech data without
coding. Then it will be reconstructed by the discrete cosine
transform method to find the small-sized frames and will
be assembled in the matrix form. The Discrete Cosine
Transform (DCT) process can be applied to the produced
matrix. The elements are arranged in the appropriate
matrix format to identify the components and index values.
Herewith, a total of 90 values of speech data had been
used and entered into four processing units to obtain the
good hearing speech signal. The values are arranged in
higher to lower order, then the bigger values and also
threshold values have been taken for further processing.
Those threshold values are quantized in order to convert
the sample analogue signal into voltage value, and further
to convert into a binary digit, which will be read by the
computer system. Finally, Huffman technique was applied
to the binary digit to obtain the compressed speech signals.
Afterwards, Inverse Discrete Cosine Transform (IDCT)
will be applied to get the decompressed speech signals.

Amplitude, g

"0 1 2
Time, s

Fig. 1. Original speech signals
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a b
Input Speech Signal Input Speech Signal
| Discrete Cosine ! Discrete Cosine
[ Decomposition ]—»[ Windowing Transform [Decomposition]—'[Windowing Transform
|
Inverse Discrete Huffman Quantization, Inverse Discrete Subband
Cosine Transform Codec Cosine Transform Codec

Decompressed Speech

Decompressed Speech

Fig. 2. Block diagrams of proposed speech coding by Huffman technique (@) and of speech coding using subband technique (b)

Fig. 2, b describes the same process which was taken in
Huffman technique here, but instead of Huffman coding,
the subband coding has been done to get the compressed
speech signals. Finally, both techniques were compared to
view what scenario and which technique will produce the
better results.

Huffman Coding Technique

With variable-length codes, Huffman coding is a
popular approach for data compressing. The approach
produces a set of variable-length codewords with the
smallest average length and assigns them to the symbols
producing a collection of data symbols (an alphabet)
with their frequencies of occurrence (or, equivalently,
their probabilities). Huffman procedure builds a code tree
from the ground up (and the bits of each codeword are
constructed from right to left). The sampling rate for the
signals in each band is decimated to restrict the number
of samples to be coded to a minimum. The basic idea
is that a discrete unitary transform is applied to a set of
speech samples, and the resultant transform coefficients
are quantized and coded for transmission to the destination.
Because more bits may be allocated to the perceptually
essential coefficients, low bit rates and high performance
can be achieved.

This Huffman coding provides the source for more
research areas. This coding technique develops a code
tree with a bottom-up level, and each bit of codeword
are defined from right to left side [3]. To optimize the
number of data samples to be encoded, the sampling rate
of the signals in every band is minimized by the decimation
technique. The salient method is that a less part of speech

0 0 0
50 50 50

10 10
25 25

110 50
13 11

111 25
12

Fig. 3. Example of Huffman coding Technique

)

samples is going to be processed through discrete unitary
transform and, in result, the transform coefficients
were quantized, and then it can be encoded for further
transmission of the beneficiary. Lower bit rates and high
bit rates can be found due to a greater number of bits is to
be assigned to the omniscience required coefficients. Fig. 3
shows the example of Huffman coding technique.
* Expected size

s Original = 13 x2+25x2+50%x2+12x2=

= 2.00 bits/symbol
s Huffman = 13 x3+10x2+0x1+12%x3 =
= 1.75 bits/symbol

Above, an example of calculating compressed size is
shown which declares the original speech signals having
the highest memory of 2 bits per symbol while the Huffman
encoding technique will produce the compressed memory
size is 1.75 bits per symbol. This means that the Huffman
encoding will give good result compared to the original
encoding process. An example has been clearly calculated,
and the same has been shown in the Table and in Fig. 3.
The symbols are organized in decreasing frequency order
(increasing order of probability of occurrence) [4]. Nodes
and leaves are the most important parts of a Huffman tree.
We calculate the two leaves with the lowest probability
at each step and then group them together to construct a
node. In this way, the tree is built from the bottom up in
N-1 steps, where N is the number of symbols. Here al, a2,
a3, a4 were taken as an example, for which the original
speech compression has been implemented; the data in fact
is available in terms of the results and discussion. Symbol
al (can be any character) is assigned to each left-going
path, whilst symbol a2 is assigned to each right-going path.
Symbol a2 (can be any character) is assigned to each right
heading path in constructing the assigned code. In order to
construct the code corresponding to a given symbol, move
down the tree in a top-down approach and build up the code
for that symbol.

Table. Comparison of Huffman coding with the original speech

coding
Symbol al a2 a3 a4
Frequency 13 25 50 12
Original 00 01 10 11
encoding 2 bits 2 bits 2 bits 2 bits
Huffman 110 10 0 111
encoding 3 bits 2 bits 1 bit 3 bits
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Subband Coding Technique

The subband coding technique is the process of splitting
the original speech data into sub-signals. This can be
done by utilizing the various bandpass filters applying
then the speech coding technique to each and every signal
separately. The whole process is known as the subband
coding technique [5]. While maintaining the more samples
that are going to be coded with the very few data, the
sampling rate of each signal in every band is minimized
through the decimation method. However, the bandpass
filters weren’t perfect because a few redundancies or
overlap between adjacent bands may occur, and aliasing
may occur in the process of the decimation method. Fig. 4
shows the processes of subband encoding (Fig. 4, a) and
decoding (Fig. 4, b). On the picture, x(n) is input speech
signals, y(n) is output speech signals, A(z) is impulse
response and n is the level. Filters H, H;, G, G; are the
low decomposition, high decomposition, low reconstruction
and high reconstruction procedures. The synthesis filter G
is a time reversal version of the analysis filter H. Symbol
12 (Fig. 4, a) is up-sampling and symbol 12 (Fig. 4, b)
is down-sampling. Fig. 4, a shows the subband encoding
process describing that the input signals x(7) passed the pair
of high-pass filter and down-sampling in order to obtain the
output y(n). Fig. 4, b shows the subband decoding process
in which the output y(n) will be taken and processed with
the pair of up-sampling and high pass filter in order to
obtain the original speech signal. The output signals y(n),
y1(n), yo(n), y3(n) have been fed as an input of subband
encoding technique in order to decode the speech signal to
get the decompression speech signal xX(n).

Process of Decomposition

Wavelets will be decomposed for a speech signal
into different resolutions or into different frequency

bands. Speech compression was considered in terms of
choosing a smaller amount of approximation coefficients,
and then a few detailed coefficients can more accurately
define the signal components [6]. Initial speech signals
are primarily examined to concentrate on the spoken and
unspoken parts of the speech signal. The speech signal
equivalent to different noisy areas is used as the first § level
approximations. The 8 level decomposition of clean speech
signals is shown in Fig. 5, a—h.

Windowing

The windowing technique (Fig. 6) is applied to
untreated speech frames to facilitate minimizing spectral
leakage. A larger partition of speech signal processing
is carried out in this way by taking short windows
(overlapping may occur). A frame is commonly called
as the short window of the signal. A lengthy signal was
increased by the windowing function with determinate
length, providing very little weighted length in the form of
input speech data without coding.

DCT/IDCT

Input speech signal of the vector data is separated into
small-sized frames and assembled in the form of matrix
format. DCT process can be applied to the produced
matrix. The elements are arranged in the appropriate matrix
format to identify the components and index values [7, 8].
Herewith, a total of 90 values of speech data had been used
and entered into four processing stages to obtain the good
hearing speech signal. The values are arranged in higher
to lower order. For further processing, the bigger values
and also threshold values are taken. As a result, some of
the values are discarded due to coefficients that are below
the threshold values. Consequently, a reducing the size of
the speech signal will mean that the compression has been
applied to the speech signal.

»[12] #(n)

n & »

" Level 3

"~ Level 2

Level 1

Fig. 4. The processes of subband encoding (@) and decoding (b)
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Fig. 5. Eight level decomposition of clean speech signals: level 1 (a); level 2 (b); level 3 (¢); level 4 (d); level 5 (e); level 6 (f);
level 7 (g); level 8 (h)

1\ M1 k2nn
()5 el 22)

where k=0, 1, 2, N-1, k is the length of the filter.

The backward recovery of the original speech data will
be done by applying the reconstruction technique, i.e. IDCT
will be applied to the speech signal. By this process, the
speech signal will be reconstructed.

X (k)= nil clulX, cos( k21rn)
¢ n=0 " N '

where X, is the result of DCT; C is discrete frequency
variables (0, 1, 2, N-1); k=0, 1, 2, 3, n—1; u is transform-
domain horizontal frequency coordinates. Thuswise,
clul=1ifu=0,and c[u] =2 ifu=1, 2, 3, N-1. This pre-
defined form of DCT [u] is denoted for iterative horizontal
coordinates.

Quantization Technique

The sample analogue signal will be transformed through
the voltage value into a binary digit, which will be read by

the computer system [9, 10]. The convention from infinitely
precise amplitude into the binary digit is known as the
quantization technique.

Discussion of Results

The speech signals are taken as noisy, obtained from
the different locations like a car, exhibition, airport,
babble, restaurant, railway station, street, and train station.
Those noises are processed and compressed using DCT
coefficients along with subband coding and Huffman
coding technique. The speech signal with noise is shown
in Fig. 7.

The clean input signal has the original data of the user
speech in various locations. Fig. 8 shows DCT applied to
the noisy speech signal.

By DCT processing, the data is arranged through the
matrix form in order to identify the components as well
as the indices. This processing has been completed and
then only the threshold value will be fixed. The coefficient
value which is below the threshold will be discarded.
Compression technology will be applied in order to reduce

0.1
the signal size.
0.4 v v ~
o0
dj‘ 0
"g n an 0.2
£ g
& 1 E
< 2 0
g
-0.1} J <
-0.2
0 40 80 120 160 0 1 2 x10%
Frames, s Time, s
Fig. 6. Hamming window Fig. 7. Speech signal with noise
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By the reconstruction technique, the values will be
transformed back into their original form via the threshold
values (Fig. 9). The original frequency is almost nearer to
the taken input speech signal with an accuracy of 85 %.

Database Details

These processes are applied to the speech signal with
noisy speech, and the used database is NOIZEUS. This
database may contain noisy signals. Those signals are taken
in various locations like restaurants, train stations, airports,
babble, exhibitions, streets, cars. Then additional noise is
added to the input speech signals, and then this mixture
will be processed. At last, the Signal to Noise Ratio (SNR)
value has been used, and the result will be compared to
the clear speech [8]. The SNR Comparison of Huffman
with Subband with various decibels (dB) is shown in the
Fig. 10.

Conclusion

Coding in speech is a recent finding research area, and
compression of the speech signal is a standard way for
making and reducing the speech signal in the compression
form. This paper mainly looks into developing an effective
speech coding technique using Huffman and Subband
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coding. DCT/IDCT based speech compression approaches
are used to gets better results. This kind of process that
gives a result is carried out with the database named
NOIZEUS. Input speech is taken into the reconstruction
process from the encoded features. The subband coding
and Huffman technique worked efficiently, and it provides
a better result in these taken complicated situations. For
some speech signals, it was easy to identify each and every
word even in the distorted utterance. During listening,
the compressed speech signal is obtained with good
audibility quality. While using these two taken techniques,
the original frequency is obtained almost nearer to the
taken input speech signal with an accuracy of 85 %. The
improvement result is obtained, whilst applying subband
coding for 0 dB speech signal to the noise speech signal
like exhibition, street and train. The improvement result is
obtained whilst applying Huffman Coding for 5 dB speech
signal to the noisy speech signal like babble, exhibition,
street and train. The improvement result is obtained whilst
applying Huffman Coding for 10 dB speech signal to the
noisy speech signal like airport, restaurant, street, train and
car. The improvement result is obtained whilst applying
Huffman Coding for 15 dB speech signal to the noisy
speech signal like airport, babble, station and car.
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