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Abstract

Assessing the time series predictability is necessary for forecasting models validating, for classifying series to optimize
the choice of the model and its parameters, and for analyzing the results. The difficulties in assessing predictability occur
due to large heteroscedasticity of errors obtained when predicting several series of different nature and characteristics.
In this work, the internal predictability of predictive modeling objects is investigated. Using the example of time series
forecasting, we explore the possibility of quantifying internal predictability in terms of the probability (frequency) of
obtaining a forecast with an error greater than some certain level. We also try to determine the relationship of such a
measure with the characteristics of the time series themselves. The idea of the proposed method is to estimate the internal
predictability by the probability of an error exceeding a predetermined threshold value. The studies were carried out
on data from open sources containing more than seven thousand time series of stock market prices. We compare the
probability of errors which exceed the allowable value (miss probabilities) for the same series on different forecasting
models. We show that these probabilities differ insignificantly for different forecasting models with the same series,
and hence, the probability can be a measure of predictability. We also show the relationship of the miss probability
values with entropy, the Hurst exponent, and other characteristics of the series according to which the predictability can
be estimated. It has been established that the resulting measure makes it possible to compare the predictability of time
series with pronounced heteroscedasticity of forecast errors and when using different models. The measure is related
to the characteristics of the time series and is interpretable. The results can be generalized to any objects of predictive
modeling and forecasting quality scores. It can be useful to developers of predictive modeling algorithms, machine
learning specialists in solving practical problems of forecasting.

Keywords

intrinsic predictability, forecasting error, misprediction

Acknowledgements

This research is supported by The Russian Science Foundation, Agreement No. 17-71-30029.

For citation: Kovantsev A.N. Probabilistic criteria for time-series predictability estimation. Scientific and
Technical Journal of Information Technologies, Mechanics and Optics, 2023, vol. 23, no. 1, pp. 105-111. doi:
10.17586/2226-1494-2023-23-1-105-111

VK 519.246.2

BeposiTHOCTHBII KpUTEPHUIl OLIEHKH MPeICKA3yeMOCTH BPeMEeHHbIX PS/I0B
Anton Hukoaaesnu Kopannes™
VYuusepcurer UTMO, Canxr-IlerepOypr, 197101, Poccuiickas denepanust
ankovantcev@itmo.ru®?, https://orcid.org/0000-0003-1765-7001

AHHOTANUSA

IIpenmet ucciiegoBanus. 3aga4a OLEHKU MPEICKA3yeMOCTH BPEMEHHBIX PS/IOB BOZHUKAET MPH BAJIUAALUN MOJeNIeH
MPOTHO3UPOBAHUS, MPHU KIACCU(PUKALNNU PSIOB C MEIbI0 ONTHUMH3AIUN BRIOOPA MOJCIH U €€ MapaMeTpoB, MPH
aHaJu3e pe3yibTatoB. bonblnas reTepocKeacTHIHOCTD OMIMOOK, MONy4aeMbIX MPH MPOTHO3UPOBAHHH HECKOJIBKUX
Pa3JIMYHBIX 10 MPUPOJE U XapaKTePUCTUKAM PAJOB, YACTO MPUBOAUT K 3aTPyAHEHHSM IPHU OLICHKE NPEICKa3yeMOCTH.
B pabote mccienoBana BHYTPEHHSS MPEACKa3yeMOCTh 00BEKTOB MpEICcKa3aTeIbHOT0 MoAeaupoBanus. Ha
MpUMepe MPOTHO3HUPOBAHMS BPEMEHHBIX PAIOB ONpEAecHa BO3MOKHOCTD KOJTHMYECTBEHHONW OLIEHKH BHYTPEHHEH
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HPE/ICKa3yeMOCTH 0 BEPOATHOCTH (YacTOTE) MOIY4EHHsI IPOTHO3a C OMMOKO#, Oosblle 3aJaHHOTO YPOBHS, U
CBsI3b TAKOH MEpbI C XapaKTePHCTHKAMU CaMUX BpeMeHHbIX psioB. Meroa. CyTh mpeuiaraeMoro MeToja COCTOUT B
OLICHMBAHUU BHYTPEHHEI! MPECKa3yeMOCTH O BEPOSTHOCTH BOSHHMKHOBEHHMS OIIMOKH, OOJbIICH 3apaHee 3aJaHHOTO
OporoBoro 3HadeHus. OcHOBHOI pe3ynbraT. MccienoBaHNs BBITIOMHEHbI HA JaHHBIX U3 OTKPBITHIX HCTOYHHKOB,
conepkamux 6omee 7000 BpeMEHHBIX PsIOB OUPKEBBIX KOTUPOBOK. [IpoBeeHO commocTaBIeHUE TOTYYEeHHBIX 3HAYCHHN
BEPOSITHOCTH BO3HHKHOBEHHMS OIIMOOK, PEBOCXOSAIINX JIOIyCTUMOE 3HaYCHUE (BEPOSTHOCTEH IpoMaxa) JUIsl OJJHUX
1 TeX XKe PAI0B Ha Pa3IMIHBIX MOJEISIX MPOrHo3upoBanus. [loka3aHo, 4TO IpH UCIIONBE30BAaHUHU MOZENEH ¢ OMHUM 1
TEM K€ PSIJIOM 3TH BEPOSITHOCTH OTIIMYAIOTCS HE3HAUUTEIILHO U MOTYT CIYy>KHTh MEPOH TpeJicka3yeMocTH. BrisBiena
CBSI3b MTOJTyYECHHBIX 3HAUCHUI BEPOSTHOCTH C SHTPOIHUEH, IoKazareneM X&pcra M HHBIMH XapaKTePUCTHKAMU PSIZIOB, 110
KOTOPBIM OLIEHUBAESTCSI TIPE/ICKA3yeMOCTh. YCTaHOBJICHO, YTO MOJIyUeHHas: Mepa MO3BOJISET CPAaBHUBATH IIPEICKAa3yeMOCTh
BPEMEHHBIX PSAI0B IPH BBIPAXKEHHOH IeTePOCKENaCTUYHOCTH OLIMOOK IPOTHO3UPOBAHUS M TIPU NIPUMEHEHNH PA3HBIX
Mozereit. Mepa cBsizaHa ¢ XapaKTepUCTUKAMK BPEMEHHOTO psla U HHTeprperupyeMa. IIpakTHyeckasi 3 HAYUMOCTb.
[lomy4yeHnHbIe pe3yabTaTbl MOTYT OBITH 00OOMICHBI Ha JIIOOBIE OOBEKTHI MPEACKAa3aTeILHOTO MOJICIIUPOBAHUS U MEPHI
OLICHKHU KauecTBa MPOTrHO3a. Pe3ybTaThl HCcieoBaHust OyayT MOJIE3HbI Pa3pabOTYNKaM alrOPUTMOB IIPe/ICKa3aTeIbHOTO
MOJICJIMPOBAHNS U CHENUATINCTAM 10 MAIIHHHOMY OOYYeHHUIO, IPH PEIICHNH IPAKTHISCKHUX 3314 IPOTHO3HPOBAHHSI.
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Introduction

In almost every case when we deal with time series
forecasting, we need a meaningful and understandable
measure of predictability to evaluate the results. In other
words, we want to know whether our model achieved
the best possible quality or not. Hence, some measure of
intrinsic predictability is necessary which could explain
how likely a misprediction is, or what the range of errors
might occur, or what variance of the errors is expected
for the certain series. And of course, it would be very
nice if we could get all these aspects before the model is
constructed, fitted, and running. So, we’re going to find
the way to answer these questions by time series analysis.
For a rather big dataset we can calculate different features
whose connection to predictability was approved by related
works, and build some regression that hypothetically can
connect these features to misprediction probability or
errors variance. Obviously, we can’t avoid involving some
forecasting model which must produce these probabilities
and variances, but for this research we presume that this
experience with one model can be generalized to the class
or classes of models. At least, for the future work we plan to
use several models of different classes in ensemble which
will approximate the real metrics of intrinsic predictability
more accurately.

Related works

The earliest mention of the idea to distinguish realized
and intrinsic predictability, which we could find, was
proclaimed by Edward N. Lorenz in [1] that refers to a 1996
paper. The philosophic discussion on the predictability
issues in various senses is going on till nowadays. For
instance, Stefan Rummens [2] argues with Victor Gijsbers
[3]. Meanwhile, this discussion is as interesting and
entertaining as it is far from practical use and everyday
needs. At the same time not so many authors attempted
to find some quantity measure for time-series intrinsic

predictability. The idea to match some time series features
or their combination to intrinsic predictability was discussed
in [4] where predictability was quantified with permutation
entropy, and in [5] where several features including Hurst
exponent and Kolmogorov-Sinai entropy were used for
series clustering according to their predictability. The
similar approach base on transforming a time series to
graph is proposed in [6]. All these methods are based on
forecasting errors estimation, and they don’t consider the
fact that the series of bad predictability can perform rather
good forecasting quality. Having this fact in mind, the
authors of [7] state that intrinsic predictability of chaotic
systems might be high, but the realized predictability is
expected to be low and difficult to improve substantially.
In [8] the rank-based nonlinear predictability score was
adapted to time series sampled from time-continuous
flows and performed a higher sensitivity for deterministic
structure in noisy signals.

One more approach is represented in [9] where
intrinsic predictability is estimated by wavelet entropy
energy measure after time series wavelet transformation.
Besides the forecasting error, they also use Nash—Sutcliffe
efficiency for quality estimation.

We failed to find any research where statistical or
probabilistic were used for matching of the predictability
measure, so off we go.

Real-world data

In our experiments we used the open dataset called
Huge Stock Market Dataset from Kaggle which contains
historical daily prices and volumes of all U.S. stocks and
ETFs. There are more than 7,000 time series mostly of
fractal nature [10] with a significant part of the random-
walking process. Nevertheless, we expected that this set
includes the series of different intrinsic predictability and
would be sufficient for the aim of our research.

We dropped the short series with less than 730
observations and shrunk the rest up to last 730 points.
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So, our series are neither too short to make the predictive
model to do its best, nor too long to satisfy memory and
computation time requirements. The number of series after
such preprocessing was reduced to 5,121. Every data file
in the collection contains the series of opening, high, low,
closing prices and trading volume per day. As all the prices
are rather close to each other, we take the closing price for
the target series.

We use the set of the time series features the same
as was used in [5]: Kolmogorov-Sinai entropy, Hurst
exponent, embedding dimension, noise measure and
random-walk detection. Permutation entropy was explored
too, as many researchers usually mention in connection to
predictability.

The Kolmogorov-Sinai entropy (hffs) can be
calculated based on the entropy rates of finite partitions of
the state space of the series [11]. For each of the # finite
partitions &= {C}, C,, ..., C,} of the state space M =U}L,C;
with dynamics given by a measurable transformation 7
and defined probability measure p(7-! G, N...NT™"C,),
the entropy rate is

1
h(T,&)=-lim — ¥ w(TC; N ... NT-1C; ) x

n—oo N jy,...i,

< Inw(T-1C;, N ... NT1Cy ).

We take the supremum of the entropy rate over all finite
partitions:

A = suphy (T,

Hurst exponent is used as a measure of long-term
memory of time series. According to [12], we estimate it
by the re-scaled range:

T T
R(t) = max ¥ (x;—X;) — min ¥ (x; - x,)
1<r<t j=1 1<t<tj=1

and standard deviation:

S@W = 5 (=
Tr=1

where 1 € [3, N] are the time steps for a discrete time series,
x(2) is the series value on step ¢.
Hurst exponent can be calculated as:
R(7)
log——
: S(0)
H(t) = lim———,
100 log(ar)

where o= 0.5 is a Hirst’s empirically found constant.
These re-scaled range R(t) and standard deviation S(t)

R(t
are used to represent the R/S-trajectory RS(t) = % that
T

helps to estimate the memory depth of the time series.
Embedding dimension is a measure of the
dimensionality of the space occupied by a set of random
points, often referred to as a type of fractal dimension. It’s
less noisy when only a small number of points is available
and is often in agreement with other calculations of

dimension. It can be calculated by means of the correlative
integral for time series of finite length:
nom 00— p(,)))
Cn=% 2 — =

=i i mm=1)

5
where py(i, j) = / > (X1 — X ) 5 0(x) — Heaviside
=1

function; » — characteristic phase space cell size.

The value of embedding dimension is the slope of the
logarithmic graph of the correlation integral [11] and it can
be evaluated as the following limit:

d,=1lim lim w
r—0 m—wo 0¥

Noise measure feature is based on the idea of
Robert M. May, firstly published in 1976 [13], to compare
the standard deviation of a time-series with the standard
deviation of its first-order differences.

M a2
NZ (xi 7)(?)
_ i=1
A T
(N-1)Y (x;—X)

i=1

where x;/ = x;, — x; is the first-order differences; x, x' are
mean values of the initial time series and corresponding
differenced series. This measure can be used to find a
random walk process for which the first-order differences
should be noise.

The idea is to detect high-frequency noise that increases
the comparative deviation of value change on each time
step; so, the higher value of this measure means the lower
noise influence in time series.

Forecasting and realized predictability

In order to collect information about forecasting quality
statistics, we launched the Extreme Gradient Boosting
(XGB) forecasting model for each time series of the data
set. Hyperparameters were chosen empirically for the best
performance on 30-days horizon for most of the series.
Thus, we got 20 estimators and maximal depth equal to 8.
Every single time series is forecasted 107 times. We take
365-days observations as the training period and 30-days
forecast as a test, then we repeat the same with a 3-day
time shift. The stock market time series are chaotic enough
to eliminate the effect of dependencies in the sequential
forecasting experiments. The procedure is like a rolling
window. So, for each of the series, we get 107 values of
Mean Absolute Percentage Error (MAPE) and calculate the
mean value and standard deviation for these error series,
and for the part of errors which is greater than 10 %, we
consider that an error of less than 10 % is sufficient for
the good forecast quality. This part helps to estimate the
misprediction probability.

Of course, this method of predictability estimation is
inseparably connected with the forecasting model. This
connection could be broken if we show that the same
metrics for some other models of different kinds are either
close or at least correlated with those for our basic model.
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Local approximation (LA) and Maximal Similarity (MS)
were applied in the same conditions as the alternate models.
The first one was designed by prof. Alexander Loskutov
[11], and it is based on neighborhood of points of system
trajectory in the state space; the other one was invented
by Irina Chuchueva [14], and it uses the rescaled patterns
of a certain length in the series to make a forecast. Both
models are described in detail in [5] and [6]. In Fig. 1, a
we can see that squared misprediction probability for MS
correlates with that for XGB with coefficient of 0.94. As the
values distribution is obviously far from normal, and it will
be shown further, we use the Spearman’s rank coefficient
to estimate the correlations. In the case of LA there is no
need to deal with squared values. The correlation is 0.92,
the scatter plot is presented in Fig. 1, b.

So, we can conclude that at least for three types of
forecasting models the scores of misprediction probability
are correlated and this measure could be considered model
independent.

a
& ;s o3,
v 0.8 ° °
% [ P .0
L= o o -
=<t - Ge
S
25 :
§ § 0.4 4
8 N
a
S
=
g8 o Real dependence
--2‘2 0.0 1 o [deal picture
0.0 0.4 ' 0.8

Mispredict probability for the basic model

Regression model for intrinsic predictability
measuring

As we have got a set of time series features and
the values which we consider to be the measure of
predictability, we can try to find some dependence between
them. The scatter matrix for the features shown in Fig. 2
looks not very promising. Pairwise correlation coefficients
between the features and scores are collected in Table.
They are not great as well, but nevertheless we try to build
a regression model. This picture also confirms that, as
we noted earlier, the value distributions are not normal.
Besides, it illustrates the large heteroscedasticity of errors.
For instance, the more noise, the wider is standard deviation
range.

Presumably, models of linear regression would fail with
such sort of predictors. We use an Extra-Trees regressor
which fits a number of randomized decision trees on
various sub-samples of the dataset and uses averaging to
improve the predictive accuracy and control over-fitting. Its
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Fig. 1. Misprediction probability for MS (a) and LA (b) models regarding to XGB model
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Fig. 2. Scatter matrix for features and scores.
Features: noise — noise measure; walk — random walk measure; edim — embedding dimension; hurst — Hurst exponent;
ksent — Kolmogorov-Sinai entropy; permut — permutation entropy. Scores: meanmape — mean MAPE value for all samples;
mapegt]10 — the part of samples with MAPE>10 %, std — standard deviation
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Table. Spearman correlation coefficients for features and scores

Noise Random Embedding Hurst Kolmogorov-Sinai Permutation
measure walk dimension exponent entropy entropy

Mean MAPE value -0.12 0.320 -0.17 0.02 —0.370 0.13

Part of samples with —0.11 0.290 —0.18 0.04 -0.383 0.11

MAPE >10 %

Standard deviation -0.12 0.339 -0.16 -0.01 -0.330 0.09
hyper-parameters were chosen empirically: 128 estimators High
with minimal samples split of 16 and min samples leaf of 2. lsent
We use coefficient of determination (R?) for regression Sén
scoring. This regressor performance score was R2=0.60 on ~ noise E
the train set, R2 = 0.32 and R2 = 0.24 on 50-times splitting  permut g
cross-validation. The Mean Absolute Error is 0.12 for 1706 furet “Ed
test samples. The error distribution analysis shows that urs s
most of errors are in the range of +0.2 and there is a bias walk .
about +0.07. edim

We also tried Random Forest Regression model, L
ow

Gradient Boosting, and based not on random trees model
of K-Neighbors Regression. None of them performs better
regression quality.

Experiment results and discussion

As we can see in the previous section, the regressor
performance is rather poor, so, our experiments are aimed
to find out whether it’s possible to get some use in spite of
that. Table shows that correlations between the features
and responses are weak which explains the low score of
the regression.

The further feature analysis by means of Shapley values
shows that the impact of the features on the result could be
opposite for different series which is reflected as the mess
of the red and blue dots on the bee-swarm plot in Fig. 3.
All the features are actually important for Extra-Trees
regression. Kolmogorov-Sinai entropy is most important
with relative importance score of 0.33, the least one is

010 000 010 020
SHAP value (impact on model output)

Fig. 3. Features impact analysis by Shapley values
(Designations are the same as those in Fig. 2)

Hurst exponent with score of 0.08. We also can notice that
Kolmogorov-Sinai entropy is much more correlated with
misprediction probability, and its importance is more than
those for usually used permutation entropy. The mess of
Shapley values at least for our dataset is not that big too.

In the last item of our research agenda, we have got
the misprediction probability values for the real model
and estimated it by the regressor. The distribution of these
values is illustrated in Fig. 4, a as a histogram which shows
that the regressor tends to overestimate the probability due
to its bias, and the range of real values is wider.

To get a more detailed picture of the regressor
performance, we can see the scatter plot in Fig. 4, b with

a b
| mm predicted e Experiment (corr = 0.74) °
¢ Experiment linearized i
wen real 081  (y=042x+0.07) o
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= 8 .
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E 400 3
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Probability of misprediction
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Fig. 4. Distribution of real and estimated misprediction probability as a histogram (a) and as a scatter plot with the least squares
approximation (b)
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the least squares approximation and ideal line shown. The
correlation and distribution of the real and predicted values
are quite suitable for time series predictability estimation.
We suppose that for some not very precise real-world tasks
that estimation would be enough.

Future work

For our future work we plan to increase the number
and variety of our experiments on predictability. Of course,
it’s necessary to track the dependence of misprediction
probability on the forecasting horizon. The time series
of different shapes and nature should be tested as well.
It would be better to get more different models for
experiments and maybe to take the best quality from among
all models for the regressor training.

Besides, as we said above, the other score could
be useful for time-series predictability measuring. It is
forecasting errors standard deviation. This score also worth
to be explored. To continue the predictability exploring,
it could be useful to take into account not only errors
themselves but the shape of their distribution.

Conclusion

Our probabilistic method of intrinsic predictability
evaluation is an attempt to pay attention to the numerously
noticed fact that the bad forecasting quality not obligatory
can occur for the series which features indicate bad
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predictability. Our regressor helps to estimate the
probability of poor-quality forecast despite the rather big
errors of the regressor.

The proposed method of predictability evaluation
looks very much like the simple confidence interval
calculation. But there is some difference. First, making
up the confidence interval we first define the confidence
level and then calculate the thresholds for predicted values.
Here we approach from the opposite side. We settle the
thresholds and count how often the shooter hits it. Then,
for the statistical calculation of the confidence interval the
normally distributed value is strongly desired. In our case
we were never tied by such a requirement. The confidence
interval is used mostly for continuous values and doesn’t
work with classification and ranking models. Our approach
can be applied to any quality score for almost every type of
model. We may set a threshold on F-score or accuracy and
count the amount of hits.

Besides, the time series predictability is usually
estimated by one of the series features like entropy or Hurst
exponent or something else. We try to get use of a set of
several features which turns out to be rather helpful in such
estimation.

The benefit of proposed approach to time series
predictability scoring is in direct evaluation of
misprediction probability in quite understandable terms
which suits for all sorts of time series and depends only on
the forecasting horizon.
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