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Abstract

In this paper, we evaluated the Document Attention Network (DAN), the first end-to-end segmentation-free architecture
on Historical Russian Documents. The DAN model jointly recognizes both text and layout from whole documents, it
takes whole documents from any size as an input and output the text as well as logical layout tokens. For comparison
purposes, we conduct our experiments on Digital Peter dataset as it has been recognized at line-level. Dataset consists
of documents of Peter the Great manuscripts; ground truths are represented according to a sophisticated XML schema
which enables an accurate detailed definition of layout and text regions. We achieved good results at page-level: 18.71 %
for Character Error Rate (CER), 39.7 % for Word Error Rate (WER), 14.11 % For Layout Ordering Error Rate (LOER),
and 66.67 % for mean Average Precision (mAP).
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AHHOTAIUA

Paccmotpena ckBo3Has, cBOOOIHAS OT cerMeHTanuu apxutektypa Document Attention Network (DAN), Ha nmpumepe
pacro3HaBaHUsI HICTOPHUIECKUX JIOKYMEHTOB Ha PycCKoM si3bike. Apxutektypa DAN croco6Ha pacno3HaTh TEKCT WIN
MaKeT JJOKyMEeHTa JIF000ro pa3Mepa 1 BEIBECTH PACIIO3HAHHBIN TEKCT, a TAKoKe JJOTHYeCKHe 00JIacTH MakeTa OhOPMIICHHS.
BrimonHeHo cpaBHEHHE MONyYEHHBIX PE3yIbTaTOB SKCIIEPUMEHTOB ¢ HabopoM maHHBIX Digital Peter, mo xoTopomy
00yd4eHBI MOZIETH PAcTIO3HABAHHS PYKOIMHCHOTO TEKCTa, MMEIOIINE BEICOKYIO0 TOYHOCTh PACIO3HABAHMS HA yPOBHE
cTpok. Habop maHHBIX COCTOHT U3 HOKyMEeHTOB pykomuceil [lerpa Benmkoro. DtanoHHble JaHHBIE IS apXUTEKTYPhI
DAN mnpezcTaBieHsI B COOTBETCTBHH CO CIIOKHOI cxeMoit popmara XML, kotopast obecrieuniia TOYHOE OIpe/ieIeHIe
MakeTa O(OPMIICHHUS ¥ TEKCTOBBIX oOnacteil. [lorydeHs! creqyronye pe3ynbTaTbl paclio3HaBaHUs TEKCTa HA YPOBHE
ctpanuisl: 18,71 % amst koaddunuenta ommbok cumbonios (Character Error Rate, CER), 39,7 % — koad¢urrenta
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Joint recognition of text and layout in historical Russian documents

omubok B cioBax (Word Error Rate, WER), 14,11 % npu ynopsimouenun maketa cioB (Layout Ordering Error Rate,
LOER) u 66,67 % nns cpenneit Tounoctu (mean Average Precision, mAP).
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Introduction

Document Understanding [1] is a maturing field that
includes a set of tasks whose purpose is to extract, classify,
interpret, contextualize, and search information from
documents. It implies, among others, document layout
analysis and Handwritten Text Recognition (HTR).

The most state-of-the-art approaches for the task of
recognition of handwritten documents are handling this
task through a complex pipeline implying two main steps:
segmentation and recognition. These current approaches
require a huge amount of segmentate annotated documents
which are very costly to produce. Moreover, the prediction
error rate will be higher because of accumulating errors
from both stages, this prevents a holistic understanding of
the document. Also, the recognition at line-level and even
paragraph-level can’t preserve the global coherence of the
content which is only feasible with an understanding of the
layout. In addition, methods with segmentation stage have
no notion of the ordered sequence among the different text
regions in the same document, and that limits the ability
to learn the reading order. The recognition of historical
Russian documents is useful for historian’s needs, to avoid
experts to transcribe the texts themselves, which is very
time-consuming. The Document Attention Network (DAN)
model proposed by Coquenet et al. [2] jointly recognizes
both text and layout at document level. The model is based
on a Fully Connected Network (FCN) encoder whereas
the transformer proposed by Vaswani et al. [3] had been
chosen to be the decoder since it has proven its robustness
HTR tasks.

In this paper, we describe the first historical Russian
dataset at document level; manuscripts written by Peter
the Great were used, ground truth for each document is
represented by a sophisticated XML schema which is a part
of the Page Analysis and Ground truth Elements (PAGE)
format framework [4]. To generate this schema, a ground-
truthing system Aletheia proposed by Clausner et al. [5] had
been used. The XML schema is flexible, extensible, and it
provides a detailed explanation of layout regions and thus
it generates a serialized representation of the document
that is further used as a ground truth to recognize this
document.

Recent works to recognize the handwritten Russian
data have applied segmentation at character level. Later
on, segmentation was applied at line level [6, 7]. To our
knowledge, this is the first attempt to recognize the Russian
manuscripts at document level.

As we aim to recognize both text and layout from
historical Russian documents, we briefly make the
following contributions:

— An end-to-end architecture (DAN) [2] is trained to
jointly recognize the text at document level and to
label logical layout information without the need of
any segmentation labels.

— We rework a historical Russian dataset at page level
where the ground truth is represented by an XML
paradigm to generate a serialized representation of the
document.

Related work

Since our purpose is to recognize both text and layout
from historical documents, this section is first devoted
to HTR, and then it concentrates on Document layout
Analysis.

Handwritten Text Recognition

Most works have focused on isolated line recognition
and only a few studies have dedicated to multi-line
recognition [8]. In the literature, many approaches have
been proposed: combination of Convolutional Neural
Networks (CNNs) to extract the features from an image
and Bidirectional Long Short-Term Memory (BLSTM)
to predict the sequence of the characters [9—11], or Multi-
Dimensional LSTM [12], the problem with the MD-LSTM
is the high computational cost. Alternative model proposed
by Puigcerver et al. [13] which relies only on convolutional
and one-dimensional recurrent layers, achieves better
results and runs faster. These previous models are utilizing
the Connectionist Temporal Classification (CTC) objective
function [14] where probability distribution is computed
over all possible output sequences for a given input
sequence. However, CTC-based architectures are subject
to internal limitations, such as strict Input/Output alignment
and output sequence length correlated with input length.

On the contrary, sequence-to-sequence (Seq2Seq)
models that follow the encoder-decoder structure are
more flexible, suited to the temporal nature of text and are
able to focus on the most relevant features of the input by
incorporating attention mechanisms. Although, attention
mechanism allows the networks to model the language
structures. The encoder in the TrOCR model proposed
by Li et al. [15] can be initialized with pre-trained ViT
models [16—-18], while the decoder can be initialized with
pre-trained BERT models [19-21]. The model proposed by
Bluche et al. [12] based on covert and overt attention with
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MDLSTM network to recognize at paragraph level without
any prior segmentation but this approach is limited by the
prohibitive memory requirements. Similar model proposed
by [22] to perform full page handwritten recognition
without image segmentation but this model need to be
trained with longer sequence length and reduce the encoder
size (22 million parameters). Rouhou et al. [23] proposed a
transformer-based model that jointly operates Handwriting
and Named Entity Recognition only at paragraph level.
All the approaches that proposed so far for the task of
Russian historical documents recognition use explicit line
segmentation and this is very costly to produce. The authors
in [6] used the Convolutional Recurrent Neural Network
(CRNN) model proposed by Shi et al. [11] to recognize
Peter the Great manuscripts at line level. Later, the
authors introduced two novel data augmentation methods
[7], strikethrough text algorithm Handwritten Blots, and
handwritten text generation algorithm StackMix; the two
methods are applied to the Resnet-BiLSTM-CTC model.

Document Layout Analysis

Document Layout Analysis (DLA) is the process of
extracting and identifying the physical regions of interest
in a textual document. This process is based on physical
ground truth annotations that describe the related semantic
labels to each document. DLA is a maturing field and here
are some recent approaches. DeepDeSRT proposed by
Schreiber et al. [24] is the first end-to-end model for table
understanding. Later Fully Convolutional Neural Networks
(FCNNs) are proposed for pixel-wise segmentation on
historical documents in order to detect tables and figures
in these documents [25]. A Multimodal-FCN (MFCN)
introduced by Yang et al. [26] for document semantic
structure, it uses both textual and visual information. In
[27], the LayoutLM model introduced for Visual Document
Understanding (VDU) tasks like named entity recognition
and key-value pair information extraction, the model uses
the masked visual-language model and the multi-label
document classifications as the training objectives and
the BERT architecture used as the backbone. Later on, an
improved version of LayoutMv2 [28] presented where the
visual information is integrated in the pre-training stage
to learn the cross-modality interaction between visual and
textual information.

For instance level recognition, the first End-to-End
Document Image Segmentation Transformer (DocSegTr)
introduced by Biswas et al. [29], this model shows high
performance with overlapped layout objects but doesn’t
manifest much improvements for smaller regions.
The self-supervised pre-training for Document image
Transformer proposed by Li et al. [30], the model is pre-
trained with large scale unlabeled document images where
each document image is divided into nonoverlapping
patches before passing it into a stack of transformers.
Table 1 provides a brief comparison between the previous
approaches.

Data Preparation

In this section we describe the procedures using the
ground-truthing system tool Aletheia to obtain XML
paradigm for each handwritten document of Peter the Great
manuscripts that is further used as a ground truth of the
document image. We suppose this dataset may be beneficial
for researchers to train HTR at document level.

Mark et al. [6] convert the manuscripts of Peter
the Great (662 full copies) into lines, they had to split
each document image manually using Computer Vison
Annotation Tool (CVAT)!, the resulting dataset consists
of 9694 images and text files. Because the text for each
document image, as the document images have the
following format x_y z, where x is the series number, y is
the page number, and z is the line number on this page, then
we could be able to reassign each line with its document
image and obtain a full transcription of the document.

As a prior stage, some documents need to be cropped
to remove all the items that can effect on the recognition
process, such as the stamp of Federal Archival Agency,
irrelevant writing in the background, etc., and we keep
only Peter the Great writing. Then, we manually detect
all the text regions in the document image by drawing a
rectangle around each one; we also manually provide the
reading orientation and the corresponding labels for all
the text regions. Based on these regions, we automatically

I Available at: URL: https://doi.org/10.5281/
ZENODO.4009388 (accessed: 01.11.2022).

Table 1. State-of-art approaches for Document Layout Analysis

DLA Model Main architectures

Document of Artificial Intelligence tasks

dhSegment [25] Single Res-Net 50

— Page and baseline extraction.
— Document Layout Analysis.
— Ornament detection.

— Photo-collection extraction.

MFCN [26]

Multimodal Fully Convolutional Networks

Extract semantic structures from document images

LayoutLM [27] BERT architecture

Information extraction from scanned documents

LayoutLMv2 [28] Multi-Modal Transformer

Model the interaction among text, layout and image in a single
multimodal framework.

DocSegTr [29] Hybrid CNN based Transformer — Instance-level extraction.
— Document Layout analysis.
DiT [30] Vanilla Transformer architecture — Document image classification.

— Document Layout Analysis.
— Table extraction.
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added a class to each text region among these five classes:
Page (P), Page Number (N), Body (B), Annotation (A)
and Section (S) where the section is a group of linked
annotations and body. For the text lines, we also draw a
rectangle or polygons surrounding each line, we assign the
baseline points, the labels and reading order for each line
in each text region. We also highlight that reading order is
defined by hand, based on the sequence of the text lines and
text regions, this could cause some errors in case of slanted
lines. Then, a PAGE XML diagram is generated for each
document and this diagram is further used as a ground of
the document image.

The dataset consists of 350 documents at page level
with the corresponding PAGE XML diagram for each
document.

Model Architecture

We opted for DAN model [2] as it is the first end-to-
end encoder-decoder architecture to recognize both the
text and layout from a document image, each document
is represented by a sequence y of tokens with length L, as
shown in Fig. 1.

The FCN had been chosen as an encoder because it is
known for its ability to handle input images of different
sizes. In [31], the FCN encoder takes as input a document
image X € RIPW*C where H, W, C are the height, width,
and number of channels, respectively (C = 3 for an RGB

image). The encoder extracts 2D features maps from the

H w
input document: f,,, € RI/ WGy, where H,= Pve W= Py

and C,= 256. The positional encoding describes the
position of an entity in a sequence so that each position
is assigned a unique representation; mathematically it can
be explained as sine and cosine functions with different
frequencies. Then, the 2D features maps are added to a 2D
positional encoding to get 1D features maps. It is used to
preserve spatial information. The 1D features maps with the
previously predict tokens (3, Jy, ..., ¥,_;) form the input
to the decoder which made up of a stack of 8 transformers
based on multihead attention mechanism followed by
a 1 x 1 convolutional layer to compute the next token
probabilities, the multihead attention is based on previous
predictions where queries O, keys K and values V are from
the same input. Also, an attention window is used to reduce
to computation time, It means that given an input sequence
s of length L, the ¢ output frame o, is computed over the
range [s,, 5,_;] with @ = max(0; #~100). The DAN model is
trained using the cross-entropy function over the sequence

of tokens.
L+l

¢= 2 ¢cEVn P>
=1

where ¢ is the cross entropy loss for each token and ¢ is
the total cross-entropy loss over the sequence of tokens.

Training strategies and Metrics

Training strategies
As a prior stage before training, synthetic printed lines
and synthetic documents are generated where the synthetic

ECE(!I: ,Pc)
{
Argmax
P »7 -
T Conv 1x1 Y
a2
4 R\
8§ stacked
transformer (ST
decoder ( Feed Forward )
layers 1
( Add & Norm ]‘:<

( Mutual Atzention )

x=v_} lo

( Add & Norm ]::

(( Masked Self Attention )

S

H 1D Posional Encoding
Wy Cy ' 3 :
_ Feawnes foy, : i
Sl oy
! Embedding
0000000 -
Yo Ye

Input document
image X

Fig. 1. Document Attention Network [1]
(Abbreviations of the variables explained later in the text)

printed lines are used to train the feature extraction part of
the DAN, and the synthetic documents are used to learn the
reading order as the reading order is the same between the
real and synthetic documents. For synthetic printed lines,
the real documents dataset D, is used to extract isolated
text lines transcriptions and generate lines dataset Dy,
which is used to generate arbitrarily synthetic printed lines;
we chose a set of more than 40 different fonts with different
sizes to have more variability and make the model more
robust. The generation of synthetic documents is explained
by the algorithm proposed in [2] where a document image
is chosen randomly from the input documents to be a
template to generate the synthetic documents.
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The main points in the training process can be
summarized as follows:

— Synthetic printed text lines are generated to train a line-

level OCR model as proposed in [31], the weights then

used to initialize the weights of the FCN encoder and
the last convolutional layer of the decoder for training
the DAN on our dataset.

In order to reduce the overfitting, a data augmentation

strategy with a probability of 90 % is used,

transformations, such as color jittering, erosion,
dilation, gaussian blur, gaussian noise and resolution

modification, are applied in random order with a

probability 10 % for each one.

— A teacher forcing is used at training to parallelize the
computations by predicting the whole sequence at once
where the previously predicted tokens are replaced by
the ground truth.

— A curriculum strategy is applied to improve the

convergence where the training process begins with 90

% synthetic documents to learn the reading order first,

then the percentage is reduced gradually to 20 % to fine

tune on the real documents.

The DAN model is trained on heterogenous documents;

from historical German dataset (READ 16 dataset) and

historical Russian dataset (Digital Peter dataset).

— After training, the unpaired predicted layout tokens are
handled through a forward pass on the entire document
by adding a missing end token or removing an isolated
one. The predicted layout tokens will be used to
evaluate the layout recognition.

Metrics

As the DAN model jointly recognizes text and layout,
the evaluation of the model is correlated with the evaluation
of the text recognition, the layout recognition, and the
evaluation of joint recognition of both layout and text.

The evaluation of text recognition. The performance

of text recognition is evaluated using the Character Error
Rate (CER) which is the most common metric to evaluate
the text recognition approaches [8, 13, 31, 32]. It is the
sum of Levenshtein distance (d,,,) among the ground truth
ytext and the predictions y*¥ (after removing all the layout
tokens) from The XML diagram, normalized by the total
length of the ground truth y /¢

len;*

K A
Zdlev(ylexl’ ytexl)
CER = l:l—,

K

fext
Zy len;

where d,,,, is the minimum number of single-character (or
word) edits (i.e., insertions, deletions, or substitutions)
required to change one word (or sentence) into another.

Word Error Rate (WER) is also used to evaluate text
recognition and it is computed in the same way but at word
level.

The evaluation of layout recognition. The evaluation
of the layout recognition should be considering the
evaluation of reading order and the hierarchical relations
between layout entities. We have to model the layout as an
oriented graph by first computing the ground truth ygravh
and the predictions yg"@" (after all but layout tokens are

removed). e.g. y&®h = <D> <S> <P> <P/> <S/> <D/>,
where D is a document, P is a paragraph, S is a section, N is
number, A is annotation, and B is body. Then by following
the hierarchical rules of dataset, we map the sequence of
layout tokens into an oriented graph as shown in Fig. 2
where the nodes are the document entities (Document,
Section, Annotation, Number).

The dashed arrows represent the hierarchy of the
entities within the document and the solid arrows represent
the reading order of these entities. The Layout Ordering
Error Rate (LOER) (represented below) is used to evaluate
the layout recognition, it is calculated as the Graph Edit
Distance (GED) for K samples, normalized by the sum of the
number of the edges 7, and nodes n,, in the ground truth:

K
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Fig. 2. Document image (a) with associated layout graph
annotation (b)

Hay4HO-TeXHNYECKNI BECTHUK MHDOPMALMOHHbBIX TEXHONOMUIA, MEXaHUKK 1 onTukn, 2023, Tom 23, N2 3
Scientific and Technical Journal of Information Technologies, Mechanics and Optics, 2023, vol. 23, no 3

589



Joint recognition of text and layout in historical Russian documents

The graph edit distance is computed using a unit cost of
edition whether it is for addition, removing or substitution,
and whether it is for edges or for nodes. However,
computing CER and LOER is not sufficient to evaluate
the correct recognition of document. These metrics can’t
evaluate the association between the layout and the text
parts of the document.

The evaluation of joint recognition of both text and
layout. Based on the mean average precision mAP score
proposed by [33] for object detection approaches, Coquenet
et al. [1] proposed a similar new metric to evaluate the joint
recognition of both text and layout where the predicted
sequence y and the ground truth y sequence are split into
sub-sequences extracted using the begin and the end tokens
of the same class ¢, and thus the mean average precision
metric is computed as a weighted sum over the different
layout classes weighted by the number of characters /en,.
in each class c:

AP ™ len,
AP _ cES
mAL cgr S len,
c€eS
where 0,,;,:0,,.<:A0 are different CER thresholds.

Experiments

In this section we evaluate the DAN model on the
Digital Peter dataset at document level, we considered the
same configurations for pre-training and training on DAN
model. Also, we provide an ablation study to emphasize the
key components that made it feasible for these outcomes
to be achieved. The DAN model is evaluated on the test
set of RIMES dataset [34] and READ 2016 dataset [32]
and compared with the most state-of-the-art approaches at
line-level as shown in Table 2 and 3.

One can notice that the values of CER, WER are
slightly better for the page level dataset, and this can be
explained by the higher necessity to understand the layout.

The Digital Peter dataset is split in training, validation,
and test sets on-line level and page level (Table 3). Also, we
provide the number of characters for each and the number
of layout tokens.

To generate synthetic documents, we set the maximum
number of lines per page /,,, = 35 to match the dataset
properties. For all our experiments on DAN model, we
use the Adam optimizer with an initial learning rate
(Ir =0.00005). Pre-training and training are performed on
a single GPU RTX 3090 (24 GB).

The DAN model had been trained with mini-batch size
of 16 for line-level training and mini-batch size of 1 for
training at page level. The DAN model is first trained a
line-level OCR model on synthetic printed lines, this pre-
training step is carried out during 24 hours and then for
transfer learning purposes, the weights are used to initialize
the FCN encoder and the last convolutional layer of the
decoder where training at page level is carried out during 5
days. Moreover, we didn’t use any language model.

For the Digital Peter dataset, we evaluated the DAN
model on the test set at page-level and compared the results
with the state-of-the-art models at line-level as detailed in
Table 4.

The DAN is based on an autoregressive prediction
process. This is not a problem at training time since
computation are parallelized through teacher forcing.
However, this recurrence issue is significant at prediction
time: it grows linearly with the number of tokens to be
predicted. This way, the average prediction time for a test
sample is 4.4s. We aim at reducing this prediction time in
future works. An example of an input document with the

output of the DAN model is shown in Fig. 3.

Table 2. Evaluation of the DAN model on the test datasets READ 2016 and RIMES with the line-level recognition approaches, %

Model CER WER LOER mAPq
READ 2016 dataset
Line level
CNN + RNN [32] 5.10 21.10 — —
FCN + BLSTM [31] 4.10 16.29 — —
Page level
DAN 3.53 13.33 5.94 92.75
RIMES dataset
Line level — —
FCN + BLSTM [31] 3.04 8.32
CNN + BLSTM [13] 2.30 9.60 — —
Page level
DAN 4.54 11.85 3.82 93.74
Table 3. Dataset partitions with associated number of characters and layout tokens
Dataset level training validation test no. of char no. of layout tokens
Digital Peter Line 6237 1527 1930 84 —
Page 250 50 50 84 10
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Table 4. Evaluation of the DAN model on the test set of Digital Peter dataset with the line-level recognition approaches, %

Model CER WER LOER mAPCER
Line level
CRNN [6] 7.10 39.7 — —
Resnet + BLSTM [7] 2.50 14.6 — —
Page level
DAN 18.71 39.7 14.11 66.67
. TG <page>
J : <section>
éjﬁ( AN ﬂ ‘,M } <b0dy>
/ o~ CKQpammmero obs3atue mpoTud
L kuu» i *‘-‘/&// w,«/;)wuq A ,M,' }«” HO BBIX HaIlIUX HEITbpHSATeNeH X T
Torja mBey OyaeT moMorat
s
'W Z M(/Vf / 2L W/ o ' | 0 ceM O BbCeM HEMEeIHOH pe3eroni
0 (L u/lu S "“/’5’“ "‘/1/"(“)7/“ % TpOCH TIpes
ALPA-CA ALY L AL gy vepien / Glot ué; aBBJIA CTaBbJIAA YTO HAIIH BOIiCKa
LG L ,/D/A\ ~2 e 8 w f 22 wa f";@( HBIHE B OJI30CTH CYT i HOCKOHIaHH IhIT
o5, ¢»w~ / ne*c vt Teeaw “pr s 3abITEHIX OMIDKe i3 cero Kpymna oTaa
/»/L/’ft ijqz,‘ﬂ%‘%‘ﬂ, ~~ 9 ':'I HBI OYiT MOTYT i 4TO0 K TOMY 3apa
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i (i ﬂ\/zg }M’ P2 onroBoiicKD epKAT He MOTKEMHO
/y/’ 7 :_ L ot s #4r=cil W1 TOTHAC KaK OTXBIAITIA 1O ATOit HoHxyT
o 2 (ot /%IJ%/@/W i To BBIa TpyaHbe iX i3 Tak gare
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</page>
Fig. 3. Example of the input and prediction of the DAN model
& p p p
Table 5. Ablation study of the DAN model on the Digital Peter dataset, %
Case number DAN model CER WER LOER mAPCER
1 Base 84.34 90.73 39.24 3.95
2 Without synthetic data 86.37 93.82 50.32 0.61
3 Without pre-training stage 88.96 89.43 45.57 2.49

Then, we provide an ablation study as detailed in Table
5. All the experiments are carried out for 2 days. In case 2,
the model is trained only on the available real documents
without generating synthetic documents. In case 3, we
train the DAN model on Digital Peter dataset from scratch,
without transfer learning from a prior pre-training step.

As one can notice, results are dramatically worse, which
highlights that the obtained results are very dependent on
the synthetic data and its quality, i.e., they must be close to
the original dataset, notably in terms of layout.

Conclusion

In this paper, we evaluated the DAN model on the
Digital Peter dataset. DAN is the first end-to-end free
segmentation model to tackle Handwritten Document
Recognition (HDR) which corresponds to the joint
recognition of text and layout. HDR is a new step toward

the holistic understanding of whole handwritten documents;
meanwhile the recognition at line-level and even paragraph-
level can’t preserve the global coherence of the content
which is only feasible with an understanding of the layout.
The obtained results for text recognition are comparable
to those obtained at line level, this can be explained by
the higher necessity to understand the layout. Also, this
increases the speed of deciphering historical documents.
For example, it took a team of 10—15 historians about
3 months to decipher 662 full digital copies of Peter the
Great’s manuscripts but when working on the same dataset
on a single GPU RTX 3090, the average decryption speed
was 13 pages/min, which is encouraging by historical
scientists. In future works, we will work on improving the
result.

Also, it would be interesting to go a step further, by
recognizing handwritten documents with heterogeneous
sizes and layouts.
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