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Abstract

The prevalence of armed robberies has become a significant concern in today’s world, necessitating the development
of effective detection systems. While various detection devices exist in the market, they do not possess the capability
to automatically detect and alarm the presence of guns during robbery activities. In order to address this issue, a deep
learning-based approach using gun detection using RetinaNet model is proposed. The objective is to accurately detect
guns and subsequently alert either the police station or the bank owner. RetinaNet, the core of the system, comprises
three main components: the Residual Neural Network (ResNet), the Feature Pyramid Network (FPN), and the Fully
Convolutional Networks (FCN). These components work together to enable real-time detection of guns without the
need for human intervention. Proposed implementation uses a custom robbery detection dataset that consists of gun,
no-gun and robbery activity classes. By evaluating the performance of the proposed model on our custom dataset, it is
evident that the ResNet50 backbone architecture yields outperforms for the accuracy in robbery detection that reached
in 0.92 of Mean Average Precision (mAP). The model effectiveness lies in its ability to accurately identify the presence
of guns during robbery activities.
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AHHOTAIUA

PacnipocTpaHeHHOCTH BOOPY)KEHHBIX OTrpadIeHHi cTaja cepbe3HON MpoOIeMol B COBPEMEHHOM MHpE, YTO TpedyeT
pa3paboTku 3¢ GeKTHBHBIX cucTeM oOHapyxeHus. CyllecTByONIMe pa3HOOOpa3HbIe yCTPOcTBA OOHAPYKEHHUS HE
0011a/1a10T CIOCOOHOCTBIO aBTOMATHYECKHU BBISBIATH M IIPEAYNPEKIATh O HATMYUU OPYHKHUS BO BPEMsI OCYILIECTBICHUS
BOOPYKEHHBIX orpabneHuit. [l peneHns 3Toi mpoOneMsl Mpe/IaraeTcst MOAX0A, OCHOBAHHBIIN Ha ITyOOKOM 00y4eHuUH,
¢ ucnonb3oBaHneM Monenu RetinaNet. B pesynsrare ero mpuMeHEeHHsT BO3MOXHO TOUHOE OOHAPYKEHUE OPYKUS U
JanbHeHIee IpeaynpeskaeHne 00 orpabiIeHnH MOMUIEHCKOTo y4acTKa WIH Biajenbla 6anka. Sapo monenn RetinaNet
COCTOHT U3 TPEX OCHOBHBIX KOMIOHEHTOB: ocTatouHoi cetn (Residual Neural Network, ResNet), ¢pyHknmnonansHoit
nupamuansHoit cetn (Feature Pyramid Net, FPN) n nomHocTsio cBeprounoii cetn (Fully Convolutional Networks,
FCN). DT KOMITIOHEHTBI paboOTarOT BMECTe, 00ecreunBas 00HAPYKECHHUE OPYKHS B PEKHME PEalbHOTO BpEMEHHU 0e3
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An improved performance of RetinaNet model for hand-gun detection in custom dataset and real time surveillance video

BMEIIATENNbCTBA YenoBeKa. [Ipearaemas peanusanus HCIOIb3YeT CleNUaIbHbIA HA00p NaHHBIX A1 OOHApYKEHHs
rpabexeil, KOTOPBI COCTOUT M3 KJIACCOB aKTHBHOCTH C MPHUMEHEHHUEM OTHECTPEIBHOTO OpYXHs, 0€3 OpyXus
rpabexeii. O1ieHKa MPOU3BOJUTENBHOCTHU MpeylaraéMoil MOJeNl Ha pa3pab0oTaHHOM CIeHabHOM Habope JaHHBIX
MoKa3all, YT0 MarucTpaabHas apxutekTypa ResNet50 nmpeBocXoauT TOYHOCTh OOHAPYKEHHS OrpabiIeHuil, 1ocTUras
MepHI OIIEHKH KadecTBa pamxkupoBanus (Mean Average Precision, mAP) 0,92. DddekTHBHOCTE MOAEIH 3aKITF0YaETCs
B €€ CITIOCOOHOCTH TOYHO OTIPEAEIISATh HATNINE OPYKHS BO BPEMsI OTpalieHusI.
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Ccepuaka ausa nurupoBanus: Kxun [LI1., Xraiik H.M. Yny4imeHHas mpon3BoauTenbHOCTS Moaenu RetinaNet mist
OOHapy KEeHHNs OTHECTPETLHOTO OPYXKIUSI B TIOJIb30BaTEIECKOM HA0OpEe MaHHBIX U BUICOHAOIIONECHHS B PEaIbHOM BPEMEHHI
// Hay4HO-TeXHWYECKHI BECTHUK HH(OPMAIIMOHHBIX TEXHOJIOTHil, MexaHUKU 1 onTHKHU. 2024. T. 24, Ne 1. C. 51-61 (na

aHr. 513.). doi: 10.17586/2226-1494-2024-24-1-51-61

Introduction

Robberies have indeed been a persistent and common
criminal activity, causing loss and anxiety for the public.
A robbery prevention system that is simple to use and
mostly free of false alerts is required to prevent the rising
rate of robberies throughout the world [1]. To address these
requirements, a system is being developed that can detect
robberies in stores or surveillance areas and promptly alert
the police or the owner, enabling them to take appropriate
action. The proposed system utilizes deep learning to
detect robbery activities by focusing on gun detection.
By employing deep learning techniques, the system can
accurately identify the presence of a firearm and generate
an alert message to notify the police station or the owner.
The system will have a simple user interface and operate
in real-time ensuring the protection of individuals and their
valuable possessions.

In today’s dynamic and evolving environment, ensuring
security against robberies is a major concern. People’s
precious possessions require enhanced security measures.
While many banks, commercial shops, and surveillance
areas already have security cameras in place but need
an anti-robbery system that can look after the safety
of their property even when they are not there [2]. The
proposed system specifically targets the security of many
organizations in Myanmar. Installing a comprehensive
security system typically incurs additional expenses.
Although various security devices are available for crime
detection and prevention, many organizations often have
limited resources to invest in intelligent devices. Hence,
the primary objective of the proposed system is to detect
robbery activities in banks using deep learning techniques,
particularly gun detection, and promptly alert the police
station or bank owner through an alert message. The
contributions of this paper are as follows:

— The deep learning-based robbery activities detection
system that can provide the promising Mean Average
Precision (mAP) results is proposed.

— Real time robbery activities detection system is
proposed which can detect robbery activities quickly
and accurately.

— Standard dataset (self-annotating from scratch)
including small arms, robbery activity (kneeling and
hand up), and no gun (cell phone, thermal gun and
metal detector) that consist of seven challenges and
can actually use in real world is created available for
robbery activities.

Literature Reviews

Human supervision remains an essential component
in surveillance systems, ensuring effective monitoring
and response. However, recent advancements in computer
vision have emerged as a pivotal trend in video surveillance
offering significant efficiency gains. In paper [3], the
authors developed theft detection and tracking system using
Closed Circuit Television (CCTV) images that employs
image processing techniques to detect theft incidents
and track the movement of thieves, without the need for
additional sensors. The primary focus of this paper lies in
object detection, specifically identifying and monitoring
individuals involved in theft activities. By leveraging real-
time analysis of human movement in CCTV footage, this
system enables security personnel to be promptly notified
about suspicious individuals engaged in burglary.

The authors introduced a fully automated computer-
based system designed for identifying handguns and
rifles which are fundamental armaments of concern
[4]. Recent advancements at deep learning and transfer
learning had described significant improvement in the
detection and recognition of object. Our approach involved
implementing the You Only Look Once (YOLO) v3
object detection model, trained on a customized dataset
specifically tailored to our task. The validation of training
results indicated that YOLOV3 outperforms both YOLOv2
and traditional Convolutional Neural Network (CNN)
models. The approach applied this paper did not require
intensive GPU or high computational resources, as transfer
learning techniques for training the model was applied.
This paper protected human life and reduced instances of
manslaughter or mass killings. Furthermore, this system
has the potential to be deployed in high-end surveillance
and security robots, enabling the detection of weapons or
unsafe assets and mitigating the risks of assault or harm to
human life.

The paper [5] focused on the application of three CNN
approaches for automatic handguns detection at video
surveillance images. This paper explored the potential
reduction of false positive detections with the incorporation
of pose information regarding with how the handguns
are held in the training dataset. The system evaluation
showed that RetinaNet fine-tuned by the unfrozen Residual
Neural Network, ResNet50, backbone provided the highest
Average Precision (AP) by 0.9636 and recall by 0.9723.
YOLOV3 exhibited consistent improvement of around 2 %
as the explicit consideration of pose information during
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training, distinguishing it from the other architectures
evaluated in this paper.

The real-time object detection system for automatic
weapon detection was proposed in video surveillance
systems [6]. This framework introduced an early weapon
detection technique using state-of-the-art, real-time object
detection systems like YOLO and Single Shot Multi-Box
Detector (SSD). Furthermore, the importance of minimizing
false alarms was focused for ensuring the applicability of
the model in real-life conditions. The developed model
was well-suited to indoor surveillance cameras deployed
in various circumstances, containing banks, supermarkets,
malls, gas stations, and other similar environments. The
system implementation showed that it can serve as a
preemptive system for deterring potential robberies with
the integration of outdoor surveillance cameras.

In paper [7], the authors developed a Hybrid Weapon
detection system. In phase I, image processing techniques
were employed, resulting in an average accuracy of
0.9464 after several dataset partitions. In phase II,
the line integration method was applied, yielding a
normalized electric field of 2.25-10-° V/m, indicating the
electromagnetic waves expected to have passed through
the metal object (weapon). This low value, relative to that
of air (448 °C), demonstrates the minimal electromagnetic
wave transmission through the metal, thereby facilitating
the identification of the object. Furthermore, the fuzzy
logic system exhibited an 83 % decision rate suggesting
that it can reliably issue commands in weapon detection
scenarios.

The authors described the real-time visual detection of
handguns in videos [8]. This paper utilized the YOLOV3
model and performed the comparison of the false positive
and false negative rates with the Faster Region-based CNN
(RCNN) model. For the improvement in the evaluation,
a dataset was compromised by handguns from various
angles; it was created and combined with the ImageNet
dataset. This combined dataset was then trained utilizing
the YOLOv3 model. Four different videos were utilized
for the validation in the performance of YOLOvV3 in
comparison with Faster RCNN. The results demonstrated
the improved performance in handguns detection across
various scenes, encompassing different rotations, scales,
and shapes. The system implementation described that
YOLOV3 can perform as a viable element to Faster RCNN
supporting faster speed, with accuracy and suitability for
real-time applications.

For the reduction of false positives and false negatives,
a binary classification approach was introduced, with
the pistol class designated as the reference class [9]. The
relevant confusion objects were introduced for refining the
detection operation. As there is lack of standard dataset for
real-time environments, the creation of custom dataset was
done with the collection of weapon photos through in-house
camera, the manual collection of images by the internet,
the deduction of data through YouTube CCTV videos,
applying GitHub repositories, data from the University
of Granada, and the Internet Movies Fircarms Database
(IMFDB) imfdb.org. Two methods were utilized: sliding
window/classification and region proposal/object detection.
Various approaches, including VGG16, Inception-V3,

Inception-ResNetV2, SSDMobileNetV1, Faster RCNN
Inception-ResNetV2 (FRIRv2), YOLOv3, and YOLOV4,
were employed. The evaluation parameters as precision and
recall are utilized in the system evaluation. Among all the
algorithms tested, YOLOv4 outperforms other approaches
with Fl-score by 0.91 and a mAP by 0.9173.

In paper [10], the comparative analysis of two state-
of-the-art models, YOLOv3 and YOLOv4, for weapons
detection was performed. A weapons dataset was created
for training including images through Google Images
and supplemented with various assets. The images are
manually annotated in different formats considering that
YOLO requires annotation files in text format, while other
models require XML format. Both models were trained
on a large dataset of weapons, and their results are tested
for comparative analysis. The paper demonstrated that
YOLOvV4 outperforms YOLOV3 in terms of processing
time and sensitivity, while the precision metric is used to
compare the two models.

The paper [11] described the automatic gun detection
system using the Faster RCNN model. The CNN
architecture was employed as a feature extractor in Faster
RCNN by the experiments with Inception-ResNetV2,
ResNet50, VGG16, and MobileNetV2. The system
evaluation of those proposed architectures was performed
in the comparison with YOLOV2. The results showed that
the promising performance was achieved by Faster RCNN
with Inception-ResNetV2 as the feature extractor. However,
YOLOV2 provided the shortest training and testing time
followed by VGG16, MobileNetV2, ResNet50, and
Inception-ResNetV2 which achieved the longest training
and testing time.

Theoretical Background

This section gives some theoretical background of the
paper such as RetinaNet, different backbones (ResNet50,
VGG19 and VGG16).

RetinaNet

RetinaNet is indeed a one-stage object detection model
that addresses the challenges of imbalanced data and
objects of different sizes. It achieves this through the use
of a Feature Pyramid Network (FPN) and a specialized
loss function called Focal Loss. By incorporating these
components, RetinaNet can effectively detect objects in
an image. The Focal Loss function plays a crucial role
in RetinaNet architecture [12]. It tackles the issue of
imbalanced data by assigning higher weights to difficult
examples which are objects that the model struggles to
detect. This weighting mechanism allows RetinaNet to
focus more on challenging instances, improving its ability
to handle imbalanced datasets. RetinaNet comprises three
main subnetworks: a backbone network, an FPN, and a
Fully Convolutional Network (FCN) for classification and
regression. The backbone network, such as ResNet50,
VGG19, or VGG16, serves as the feature extractor. It
processes the input image and extracts relevant features.

Residual Neural Network

The ResNet architecture introduced a revolutionary
bottom-up pathway that consists of residual blocks
to improve training deep neural networks. The ResNet
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consists of many convolution modules, each has many
convolution layers. The output of each convolution
module is used in the top-down pathway. ResNet is used
as backbone architecture to extract multi-scale features
in RetinaNet [13]. The output feature maps with various
resolutions from backbone are sent to FPN.

Feature Pyramid Network

The FPN plays a central role in the architecture of
RetinaNet. It is responsible for addressing the challenge of
detecting objects at different scales by combining multi-
scale features through top-down and lateral connections.
The process begins with an input image that is passed
through the backbone network. The FPN takes these
feature maps produced by the backbone network as input.
It consists of two main components: the top-down pathway
and the lateral connections. In the top-down pathway, the
feature maps from the topmost level of the backbone
network are progressively upsampled to a higher resolution
while reducing their spatial dimensions. This upsampling
process can be accomplished using techniques like
nearest-neighbor upsampling or transposed convolutions.
Simultaneously, the lateral connections enable the FPN
to combine high-level semantic information from the
upsampled maps with low-level fine-grained details from
the backbone feature maps. By repeating the process
of upsampling and merging through the top-down and
lateral connections, the FPN creates a feature pyramid
with different scales. The feature pyramid captures a range
of spatial resolutions, allowing RetinaNet to effectively
detect objects of varying sizes. These final feature output
combinations from the FPN are then used for subsequent
tasks, such as object classification and bounding box
regression.

Fully Convolutional Network

In RetinaNet architecture, the FCN component is
responsible for performing both the classification and box
regression tasks. The classification subnetwork within the
FCN is designed to handle all the classification tasks. For
instance, it determines whether a gun is present or not
in the given image. The classification subnetwork takes
the feature maps generated by the preceding stages of the
network, such as the FPN, and performs classification on
these features. It assigns a class label to each anchor or
region of interest indicating the presence or absence of a
gun. On the other hand, the box regression task is performed
by the box subnetwork within the FCN. This subnetwork
is responsible for refining the localization of the gun in
the image and recording the bounding box coordinates.
It takes the same set of feature maps as the classification
subnetwork and predicts the offset or adjustment required
for the anchor boxes or regions of interest to accurately
localize the gun. By regressing the box coordinates, the box
subnetwork refines the initial estimates and produces more
precise bounding box predictions for the detected objects.
Together, the classification and box regression subnetworks
in the FCN collaborate to identify the presence of guns in
the image and accurately localize them by predicting the
bounding box coordinates.

ResNet50

ResNet50 is a type of CNN which has a 50-layered
architecture. ResNet is a principal neural network that is

utilized as the backbone in computer vision fields. The
pretrained network can be loaded more than a million
images through the database of ImageNet. This network
possesses the input image size of 224 x 224. The ResNet50
architecture contains 5 stages. In the first stage, it consists
of convolution and pooling. In the rest stages, each step
includes a convolution and identity block [14].

VGG19

VGG19 is a CNN architecture that was used to win the
2014 ILSVR (ImageNet) competition; it is a variation of
the VGG model with 19 layers. The VGGI19 sets the input
image size to 224 x 224. The rectified linear unit (ReLU)
activation function is applied.

VGG16

VGGI16 is a CNN architecture that was applied for
achieving the winner at ILSVR (ImageNet) competition
at 2014. In VGG16 there are thirteen convolutional layers,
five Max Pooling layers, and three Dense layers which sum
up to 21 layers but it has only sixteen weight layers, i.e.,
learnable parameters layer [15].

Proposed System Architecture

We propose a new method for addressing the problems
with the current research because it will help to reduce
the unnecessary utilization of hardware and reduce the
cost of the project. Our proposed system will reduce the
classification errors with utilizing a variety of methods,
such as dataset creation, model training, classification, and
detection.

Dataset Creation

The process of data collection is an essential initial
step in constructing a gun detection model. To address
the challenges associated with the object detection, such
as viewpoint variation, deformation, lighting conditions,
cluttered or textured backgrounds, and more, appropriate
data needs to be collected. In this system, our own standard
dataset that consists of seven challenges and can actually
use in real world to detect the robbery activities is created.
This dataset consists of robbery photos from our own
camera, manually collected images from internet, data
extracted from YouTube CCTV videos. The robbery
detection dataset is divided into the following three classes:
Gun, No-Gun, Robbery activity.

Robbery Detection Dataset Categories for Gun Class

Gun class consists of pistol and rifle categories as
shown in Fig. 1.

Robbery Detection Dataset Categories for No-Gun
Class

To reduce the number of false positives and negatives,
No-Gun class that can most be confused with Gun class is
added. No-Gun class consists of thermal gun, cell phone
and metal detector as depicted in Fig. 2.

Robbery Detection Dataset Categories for Robbery
Activity Class

In order to increase overall accuracy and precision,
robbery activity class is added in our annotated dataset too.
Robbery activity class consists of kneeling and hand-up
categories as shown in Fig. 3.
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Fig. 3. Sample dataset for Robbery activity class (kneeling (a) and hand-up (b))

The step by step procedures of dataset creation are the
followings.

Step 1: Collect the images from our own camera,
internet, and YouTube CCTV videos.

Step 2: Annotate each image using the LabelMe
annotation tool in Anaconda3 2021 in order to create
ground truth labels with bounding boxes and corresponding
class labels.

Step 3: Perform image preprocessing and augmenta-
tion.

Step 4: Construct our own custom dataset.

The flowchart of dataset preparation is also depicted
in Fig. 4. Firstly, raw data images are collected. Later, the
LabelMe annotation tool was utilized to annotate each
image as shown in Fig. 5, a, and annotated images with
JSON files are achieved as shown in Fig. 5, b.
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Fig. 4. Flowchart of dataset creation
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Fig. 5. Image annotation and labeling (a), annotated images with JSON files (b)

After annotating images, image preprocessing and
augmentation are performed by using Roboflow as
illustrated in Fig. 6. In the image preprocessing, auto
orientation and resizing images to 416 x 416 pixels were
performed to improve the model performance. In data
augmentation, random rotation between —5° and +5°,
random shear of between —10° and +10° horizontally
and vertically, and adding salt and pepper noise to 3 % of
pixels were also employed to enhance the performance of
deep neural networks. To facilitate data manipulation, the
JSON files containing the annotations for each image were
converted into a CSV file by using Roboflow. Finally, these
images were constructed as the standard dataset. During
the system evaluation, 80 % of the images were used for
training the model while the remaining 20 % were used for
validation and testing.

Training

Then, the RetinaNet model is trained with the different
backbones (ResNet50, VGG16, VGG19). It starts with
defining a problem, finding the required dataset, applying
pre-processing methods, and then finally training and
evaluating the dataset. The training process for different
three models is shown in Fig. 7.

Classification and Detection

Features are extracted from input images using different
backbones (ResNet50, VGG16 and VGG19). First, input

Fig. 6. Image pre-processing and augmentation

image is achieved from real-time camera. The image passes
through the detection model. The ImageNet collection is
used to train the ResNet50 model. The first layer input
image is a 416 x 416 RGB image. For RetinaNet with a
backbone (ResNet50, VGG16 and VGG19), 3 batch-sizes
require 139 MB of RAM. The flow chart of detection and
classification processes with different models is also shown
in Fig. 7. After the model training is finished, its AP, recall,
and mAP are validated using a test image dataset at this
stage. In the detection and classification stage, the value of
confidence and Intersection-Over-Union (IoU) threshold
is 0.5. The system then shows the output of the model. An
alarm message is received by the organization if the system
detects a gun. The alarm message will be checked by the
police station or the owner of the organization, and they
will act against it.

System Evaluation

This model was trained on a 64-bit desktop computer
with NVIDIA GeForce RTX 2080 graphic card (Compute
Capability = 7.5). TensorFlow, Keras, and OpenCYV are used
to train a gun detection system. Using the gun detection
method, a model is trained and tested on a desktop computer
achieving accuracy of 0.92 during training and testing. The
complete process to evaluate the proposed system is shown
in the following Fig. 8. Firstly, the input video frames
from CCTV camera are collected. Then, images are pre-
processed to improve the quality of operation. This pre-
processing step generally includes resizing frame images
in order to achieve more accurate deep learning model.
After the pre-processing process, the training model is
built using Transfer Learning. Then, the prediction of the
input resized images is performed. After that, the output for
label and boundary box with confidence score is displayed
if the confidence value is greater than the threshold value.
In this system, the confidence value is considered with the
IoU score and the classification score. Finally, the alert
message is sent to the user. The step by step procedures
to analyze the proposed system are the followings.
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Fig. 7. Training and detection processes with three models

Step 1: Get input CCTV frame or image.

Step 2: Perform preprocessing step to resize the input
image.

Step 3: Predict input resized image using the pre-
trained model.

Step 4: If confidence value is greater than threshold
value, then print output label and bounding box with
confidence score and send an alert.

The key metrics of performance measures (AP, Recall,
mAP, and Training Time) are evaluated for this proposed
system analysis. This system can accurately detect the
guns with low resolution and light. RetinaNet is known
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Fig. 8. Proposed system design
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Table 1. Splitting Our Custom Dataset

Dataset Pistol Rifle Kneeling | Hands up | No gun_phone | No gun_thermal gun No (ilgc—trgftal Total images
Training 1602 1602 1861 1866 1378 1831 1860 12,000
Validation 193 193 242 234 188 228 222 1500
Testing 193 193 242 234 188 228 222 1500

Table 2. AP Results of Three Models for Each Class
Model AP (gun) | AP (robbery activity) | AP (no gun thermal gun) | AP (no gun_metal detector | AP (no gun_phone)
RetinaNet ResNet50 0.79 0.98 0.98 0.94 0.92
RetinaNet VGG19 0.53 0.71 0.87 0.67 0.35
RetinaNet VGG16 0.42 0.62 0.77 0.50 0.32

for its strong object detection performance. In a hand-
gun detection system, RetinaNet capacity to detect objects
across various angles and orientations is particularly
beneficial. It can detect handguns in both well and poor
environments. This adaptability is crucial for ensuring that
handguns are identified regardless of the lighting conditions
in surveillance or security scenarios. It tends to have a low
false positive rate minimizing the likelihood of false alarms
in a handgun detection system. This is critical for avoiding
unnecessary security interventions. It directly predicts
object bounding boxes and class labels without the need
for a separate region proposal network. This simplicity
can lead to faster inference times and simplified system
architecture.

Analysis and Discussion

The system develops the gun detection system using
RetinaNet ResNet50, RetinaNet VGG19, and RetinaNet
VGG16 models. The self-annotated dataset includes 15,000
images in total: 12,000 images for training, 1500 images
for validation and 1500 images for testing as shown in
Table 1. To demonstrate system evaluation using three
different models, 40 epochs are used because the value
of mAP started to stabilize at approximately 0.92. The
comparison of training time for three models is described
in Fig. 9. The AP results for each class on our annotated
dataset with RetinaNet ResNet50, RetinaNet VGG19,
and RetinaNet VGG16 models are depicted in Table 2.
The recall and mAP on our own custom dataset using three
different models are also shown in Table 3. According
to the evaluation results, the selection of ResNet50 can
be considered the best for target detection although the

Table 3. Recall and mAP Results of Three Models

Model Recall mAP
RetinaNet ResNet50 0.74 0.92
RetinaNet VGG19 0.62 0.63
RetinaNet VGG16 0.58 0.53

RetinaNet ResNet50 takes a little more training time than
the other two models.

Detection Results: Gun Class in CCTV Records and
Robbery Videos

The detection results of Gun class with CCTV records
and robbery videos for RetinaNet ResNet50 model are also
illustrate in Fig. 10.

Detection Results: Robbery Activity, Thermal Gun,
Cell Phone and Metal Detector Classes

The detection results of robbery activity, thermal gun,
cell phone and metal detector classes for RetinaNet
ResNet50 model are also illustrated in Fig. 11. According
to the detection results of Fig. 11, it can be seen that our
model accurately detects multiple classes in an image.

Misdetections

The misdetection results of RetinaNet ResNet50 model
are also depicted in Fig. 12. Regarding to the detection
results, it is seen that other things not being guns are
mistakenly detected as guns by our model. So, we will
maintain our focus on the continued reduction of false
positives recognizing the persistent need for improvement.
Additionally, we may explore the possibility of expanding
the number of classes or objects in our work.
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Fig. 9. Training time results of three models
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Fig. 12. Misdetections: False positives
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Conclusion

The main objective of the research conducted was
to develop an accurate gun detection system aimed at
addressing security concerns and reducing or preventing
robbery incidents. The focus was on creating an anti-
robbery device that utilizes gun detection capabilities. To
achieve this, RetinaNet ResNet50, RetinaNet VGG19, and
RetinaNet VGG16 were simulated for the purpose of gun
detection. These models were trained and evaluated using
an annotated dataset specifically designed for this research.
The performance of the models is compared using AP,
recall and mAP on the self-annotated dataset. According to
the AP results, the RetinaNet ResNet50 model has shown
outstanding AP for each class in our dataset than the other
models. In this evaluation, RetinaNet ResNet50 model
achieves the highest detection accuracy and outperforms
accurately in detecting gun, robbery activity, thermal gun,
metal detector and phone. As mentioned by the evaluation,
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the RetinaNet ResNet50 model achieves the best recall
and mAP values among three models. It gave 0.92 mAP
and 0.74 (recall) on all types of images. Overall, it may
be said that RetinaNet ResNet50 exhibited the highest
detection accuracy among the three models. So, RetinaNet
ResNet50 model was deemed the most suitable choice for
target detection, considering its superior performance in
terms of detection accuracy.

Based on the results of this study, we will further
improve our developed dataset for detecting robbery cases
precisely. Regarding the classification approaches, other
deep learning models, such as EfficientDet and YOLO,
would be used for detecting guns. Also, it is recommended
the presented results in the paper to be compared with other
deep learning models of ensemble classifiers to achieve
more accurate detection model. We suggest that researchers
should use ensemble method by combining object detection
models to detect robbery cases precisely and enhance the
mAP score of the robbery detection surveillance system.
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