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Abstract

The effective functioning of modern production systems is impossible without using of methods for processing and
analyzing data continuously generated during operation. Limitations imposed on the speed and precision of determining
the required indicators lead to the need of optimizing the algorithms used. Multisensor systems, as a rule, have an
excessive number of cross-sensitive sensors, and their signals can be used to determine various indicators of a similar
physical nature. The purpose of the study is to improve the algorithm for processing multidimensional data from
multisensor systems. Principal component analysis was applied as part of the developed algorithm for the formation of
informative features. Partial least squares regression was used to build regression models. The data set for approbation
of proposed approach was obtained through potentiometric measurements using a digital mV-meter. An experiment is
described using a multisensor system called “electronic tongue”, consisting of 12 cross-sensitive potentiometric sensors.
In the experiment, real samples of vegetable oils acted as analyzed objects. Regression models were built to determine
three quality indicators of vegetable oils: peroxide value, para-anisidine value and total tocopherol concentrations. The
results of the study were compared with known scientific works. A comparative analysis allowed us to conclude that
using of the most informative sources selected according to the proposed algorithm can significantly reduce the root
mean square error of prediction. The results obtained can be used both in systems for identifying deviations in production
processes in “Industry 4.0” enterprises, and for expressly identifying counterfeit products.
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AHHOTaNMA

Bgenenne. DpdexktnBHOE QYHKINOHUPOBAHUE COBPEMEHHBIX TIPOM3BOJCTBEHHBIX CHCTEM HEBO3MOKHO O€3 TPHUMEHEHNUS
MeTOZI0B 00pabOTKH M aHaJIM3a, HEMPEPHIBHO (HOPMUPYEMBIX B MPOIECCE IKCIUTyaTallnl JaHHBIX. OrpaHnYeHus,
HaKJIAJbIBa€MbIe HA CKOPOCTHh M TOYHOCTH OTPEACNICHUsI HCKOMBIX ITOKa3arelneil, MpUBOIAT K HEOOXOIMMOCTH
ONTHMU3AINH NPUMEHIEMbIX alTOPUTMOB. MyJIBTHCEHCOPHBIE CHCTEMBI, KaK IPAaBUIIO, 00IaaloT N30BITOYHBIM
KOJINYECTBOM MEPEKPECTHO-TyBCTBUTEIBHBIX CEHCOPOB, PH ATOM X CUTHAJIBI MOTYT MPUMEHSTHCS JUIS OIPeIeIeHHs
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V.V. Semenov

Pa3JIMYHBIX CXOXKHUX MO (U3MUECKOH IpHUpoze mokasareneil. Llenpro cciaenoBanus sBISIETCS COBEPIICHCTBOBAHHE
anropuT™Ma oOpabOTKH MHOTOMEPHBIX JaHHBIX OT MYJIBTHCEHCOPHBIX cucteM. Meton. B cocraBe pazpaboTanHOro
anroput™a (GopmupoBaHHs MHPOPMATUBHBIX MPU3HAKOB MPUMEHEH METOJ TNIaBHBIX KOMIOHEHT. [l mocTpoeHus
PETPECCHOHHBIX MOZENEH NCTIOIb30BaH METO/] PETPECCHH YAaCTHIHBIX HAMMEHBIIHNX KBAaJpaToB. MacCHB JaHHBIX JUIS
TIPOBEPKH TIPETOKEHHOTO MOIX0/[a TTOTyUYeH B XOZI€ MOTEHIIHOMETPUUECKIX N3MEPEHHUH C HCTIONB30BAaHIEM IIH(PPOBOTO
MWITHBOJIBTMETpa. [IpoBe/ieH IKCIIEpUMEHT ¢ HCHONB30BaHNEM MYIBTHCEHCOPHOH CHCTEMBI THIIA «IJIEKTPOHHBIN
SI3BIKY, COCTOSIIIEH 13 12 MepeKkpecTHO-IyBCTBUTEILHBIX TOTCHIIMOMETPHIECKHX CEHCOPOB. B aKcIeprMenTe B kadecTBe
AQHATM3UPYEMBIX OOBEKTOB BBICTYIIAIN PeallbHble 00pa3iibl pacTUTENBHEIX Macel. OcHOBHBIE pe3yabTaThl. [locTpoeHb!
perpecCuoHHbIE MOZIEIHN IS OIPEJIENICHHS TPEX MOoKa3aTeleil KadecTBa PaCTUTEIbHBIX MAcell: IIEPEKHCHOTO YUCIIa, apa-
AHW3MAMHOBOTO YHCIIa U O0LIEro coepKaHust TOKo(epoioB. Pe3ysbraTsl HCcIe10BaHus COMIOCTABICHBI C H3BECTHBIMU
Hay4yHBIMH paboTamu. O0cy:kaeHue. CpaBHUTEIBHbBIN aHAIM3 MO3BOJIMII CAENATh BHIBOA O TOM, YTO HCIIOIb30BaHHUE
0TOOPaHHBIX MO MPEIOKEHHOMY alTOPUTMY Harbosee HH(OOPMATUBHBIX HCTOYHUKOB ITO3BONISET 3HAYNTENHHO CHU3HTD
CPeIHEKBAIPATHIHYIO OMMNOKY MPOTHO3NPOBaHUs. [lomydeHHbIe pe3yabTaThl MOTYT MIPUMEHATHCS KaK B CHCTEMax
BEISIBIICHHS OTKJIOHEHHH NTPOM3BOJCTBEHHBIX NPOIeccOB Ha mpeanpuatuix «Mugycrpun 4.0», Tak U u1s SKcrpecc-
BEIIBIICHUS (DaTbCH(UKATOB MPOTYKIIUH.

KiioueBrble c10Ba
KOJIMYECTBEHHBIN aHAIIN3, KOHTPOJIb KaueCTBA, PACTUTEIbHBIC MAca, [IOTEHIIMOMETPUYECKHUE CEHCOPBI, MYJIETUCEHCOPHAs
CUCTEMa, BPEMEHHbIE PSI/Ibl, METOJI IJIABHBIX KOMIIOHEHT

Ccpliaka murs nutupoBanus: Cemenos B.B. CoBepieHCTBOBaHHE aropuT™Ma 00padOTKH JAaHHBIX OT MYJIBTHCEHCOPHOM
CHCTEMBI B 3ajadax ONpEeJeNIeHHs Moka3aTeyeil kauecTBa pacTHTENbHBIX Maces // HaydHo-TexHHUYeCKHit
BECTHHUK MH()OPMALMOHHBIX TEXHOJOTHH, MexaHuKu u ontuku. 2024. T. 24, Ne 3. C. 424-430 (ua auri. s3.). doi:

10.17586/2226-1494-2024-24-3-424-430

Introduction

“Industry 4.0” involves a new approach based on
the mass introduction of information technology into
industry [1]. Cyber-physical systems (CPS), in turn, are the
basis for the implementation of many modern innovative
solutions [2].

Monitoring and control components [3] connect
the CPS with the physical world through sensors and
transducers for monitoring physical components and
actuators for controlling them [4]. Fig. 1 shows the general
model of the CPS which includes monitoring and control
units.

The data array from the monitoring system characterizes
a specific production process or analyzed object. In both
cases, from the entire set of sensors, it is important to
select a fixed set for the required monitoring or analysis
purposes, which determines the relevance of the problem
being solved. The improvement of multisensor systems,
in particular systems such as “electronic tongue” and
“electronic nose”, makes it possible to effectively use them
as an array of sensors for CPS.

The modern development of sensor technologies, the
emergence of new and improvement of existing methods

Wireless connection

Other CPS
Control center
Other networks

Wired connection

and measuring instruments leads to increased precision and
sensitivity of object analysis. At the same time, the growing
amount of signal information coming from monitoring
systems requires modernization of methods for processing
multidimensional data in order to optimize computational
costs and increase the speed of their processing. In this
regard, the development of models and methods that make
it possible to select the most informative ones for the goals
and objectives of analysis from the available number of
sensors is of particular relevance.

Problem statement

The initial feature space H represents the entire set
of sensors (mechanical, electrical, acoustic, optical,
physicochemical, and others) available for a given CPS
configuration that record certain system parameters.
Obviously, it is extremely important to identify features
that allow achieving maximum precision and recall of
the analysis at acceptable computational costs. In the
case of large industrial productions implementing
“Industry 4.0” technologies, the number of such sensors
can reach hundreds and even thousands for each link of
the system.

Wireless sensor

Wired sensor

Control
block

Physical
component

Actuator

Fig. 1. General model of CPS
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It is required to transform the original feature space
H=(f1, /5 ....[,) into the space:

H*=(f1, /5 ..., f,), wherein Inzlp>... 21

where n is the number of gradations of the attribute
(dimension of the original data space); s — number of
selected most informative features; fi, /5, ..., f, — selected
most informative features; /; — informativeness of the
i-th feature.

Proposed approach

This research continues the implementation of the
approach proposed in [5] and shows the possibility of its
application in other types of CPSs.

Principal Component Analysis (PCA) is widely used
to reduce the dimensionality of source data [6]. In most
studies, PCA is used as preprocessing [7], in these cases the
original multidimensional feature space is transformed into
the space of principal components (PC). In this study, in
contrast to well-known works, PCA is proposed to be used
to calculate the informativeness of each feature (source of
information about the analyzed objects).

Data matrix X represents the results of measuring some
object parameters over time:

X1 X122 oo X

X2’1 ijz XZ,n
= b

X1l Xma oo Xpp

where m is the number of data vectors (number of rows);
n — initial dimension of the data space (number of
columns).

Before using PCA to analyze the training sample,
it is necessary to perform autoscaling (centering and
normalizing) of the data [8]. Each line of the matrix X in
this case — are the values of preprocessed data, composed
of parameters obtained from the system sensors at a discrete
point in time.

The decomposition of the matrix X in the form of a
matrix equation using the principal component analysis
method can be represented as follows:

X=TPT+E,
where index “7” is a transposition operation, as a result of

which the matrix is rotated relative to its main diagonal,
T is the matrix of scores:

tl,l t1,2 tl,k
| By o o Dy
Zm,l tm,2 tm,k

Each row of the matrix T is a projection of the
preprocessed data vector onto k principal components,
number of rows — m (number of time series), number
of columns — k (number of PC vectors selected for
projection) [9]. P — loadings matrix:

Piq P12 - Pk
Pr1 P22 - Pk

pn,l Pn2 - pn,k

Each column of the matrix P is a vector of principal
components, the number of rows is n (the dimension of
the original data space), the number of columns is £ (the
number of PC vectors selected for projection) [9]. The
loadings values p belong to the range [-1; +1] and reflect
the influence of a specific source variable on a given PC.
E — errors of residuals matrix: E = X — TPT.

Before calculating the informativeness of features, it
is necessary to solve the problem of choosing the number
of PC (k). To do this, sequentially, starting from unity, the
values of explained residual variance (ERV) are calculated
for each value of & using the formula:

m n m n
ERV=1-Y Ze,ZJ/Z >,
==l =l=1
where e, ; are elements of the matrix E;; x, ; — elements of
matrix X,.

Decision rule for choosing k: ERV) > €, where € is
chosen empirically depending on the specific CPS. Then
the informativeness of the i-th feature with k principal
components is calculated using the matrix P according to
the formula:

I;= Zpiz,j' (1)

Source identifiers are ordered by informativeness
Iy z1p = ... 2 Iy, and according to Guttman-Kaiser
criterion [10], s sources are selected whose informativeness
is bigger than the average informativeness:

1n
Ip>=21p
ni=1

n
where [ is the informativeness of the i-th source; %Zlﬁ —
average informativeness of all sources under considé:rgtion;
i=1,..,n

The scheme of the algorithm for the formation of
informative features in problems of quantitative analysis
of objects is presented in Fig. 2.

Experiment

In the experiment, real samples of vegetable oils were
used as analyzed objects. Using the methods described
in [11], an array of twelve cross-sensitive potentiometric
sensors was manufactured. The composition of the sensors
is given in Table 1.

Fig. 3 shows the appearance of the sensor array.

Potentiometric measurements were carried out in the
following galvanic cell:

Cu |Ag | AgCl, KClg,qurated | analyzed
emulsion | membrane | solid contact | Cu.
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C

Begin

The process of forming informative features begins

v

Formmation of training
sample X

Based on information from sensors. time series are
formed from the values of measured parameters over
a long period of time

v

Data preprocessing for
applying PCA

Autoscaling (centering and normalizing) of each
time series of source data X

v

Principal component
decomposition
X=TP'+E

v

[ k=1

[P—

Calculation of the
explained residual
variance (ERV)

The number of PCs is selected based on the decision
rule when the specified ERV value is reached

k= k+1

Calculation of the
informativeness of the

i-th feature /, fi

Ordering f; by
informativeness

.

Output:
sensor IDs

The identifiers of s most informative sensors are
entered info the database and participate in further

.

training of the PLS model

End

Fig. 2. Algorithm for the formation of informative features

The reference electrode was an ESr-10101
(Izmeritelnaya technika, LCC, Moscow, Russia) silver
chloride electrode filled with a saturated solution of

Table 1. Composition of the array of sensors used in the

experiment

idsee;};f?lrer Membrane material
A7 Polycrystalline mixture AgCIl-Ag,S
Al4 LaF; ceramic membrane doped with Eu
A25 Polycrystalline mixture Agl-Ag,S
A26 Polycrystalline mixture AgBr-Ag,S
A27 Polycrystalline mixture Ag,S
Gl Metal electrode Au
G2 Metal electrode Sb
G4 Chalcogenide glass membrane Cu-Ag-As-Se
G5 Chalcogenide glass membrane Cu-Ag-As-Se-Te
G10 Chalcogenide glass membrane Cdl,-Agl-As,S;
Gl11 Chalcogenide glass membrane PbS-Agl-As,S;
G13 Chalcogenide glass membrane Ag,S-As,S;

potassium chloride. Electrode responses were recorded
after 3 min of equilibration in each analyzed emulsion
on high input impedance multi-channel digital mV-meter
KHAN-11 (Sensor Systems, LLC, St. Petersburg, Russia)
connected to the personal computer for data acquisition
and processing. Between measurements, the electrodes
were stored in air.

Fig. 3. Appearance of sensors
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The composition of the analyzed objects and the
measurement technique are described in detail in [12]. The
analyzed parameters were peroxide values, para-anisidine
values and total tocopherols concentrations. Knowledge
of these parameters can serve as an important indicator of
the quality of vegetable oils and their possible falsification
[13, 14]. For all samples, reference data were obtained
for each of the above parameters based on standard
methods. Multivariate data processing was performed using
MATLAB R2023b (The MathWorks, Inc., USA) software.

Results and discussion

The model for the formation of informative
features was applied to time series consisting of sensor
responses immersed in vegetable oil samples of different
compositions. The specified ERV value corresponded to the
number of PCs k = 5. For clarity, Fig. 4 shows a graph of
loadings for PC1 and PC2, which have a large impact on
the final value of informativeness. As the absolute values
of the coordinates of a point increase, the informativeness
of the corresponding sensor increases.

The informativeness of the features according to the
developed algorithm is calculated using formula (1) and is
presented in Fig. 5. The average informativeness (/) was
0.611. The most informative features are highlighted in
blue on the histogram. Red-ox sensitive sensors carry the
most information about the composition of the analyzed
samples, which is consistent with the operating principles
of the above sensors.

Of the twelve sensors in the array, the informativeness
of five turned out to be higher than the average
informativeness, which made it possible to significantly
reduce the number of features used to build a classification
and regression model. Reducing the computational costs of
processing a data array has made it possible to increase the
speed of response to production incidents.

Interpretation of multisensor system response was
performed using partial least squares regression (PLS) [15].
The root mean square error (RMSECV) [16] was calculated
according to the following formula, full cross-validation
was used to calculate the indicator:

w

_ 2
RMSECV: l(yo,pred yo,real) ,

o=

w

where y, . — predicted value for the o-th oil sample;
Yo.rea — Vvalues for the o-th oil sample obtained based on
the reference methods; w — total number of samples.

PC2 (p;2) ® G13
0.4
®as e Gl
0 PCI (p,))
0 0.2 0.4 0.6
® G2
® G5
G10
% 11 g A7
A6
® A5
® A7
0.4 ® Al4

Fig. 4. Principal component analysis loadings plot for sensors
used in the experiment

1 lfi

1.0 %272 0.937

0.824

0.8 0.7100.709

]| ;I:. 0.571
053

[=0.611

0.6 -
0.462 0 446

0.3890.3890.383
0.4

0.2

0
G13 G4 G1 G2 G10 A7 A25 A14 G11 A27 G5 A26

Fig. 5. Informativeness values for each sensor. / — average
informativeness

Table 2 provides a comparative analysis of PLS models
obtained using the developed algorithm for generating a list
of the most informative features and without it.

Thus, when using the developed method, due to the
removal of noise sources of information, the root mean
square error is noticeably reduced. The values of the R2
metric tell us that the predictor variables in the model
(sensor signals) after applying the method are able to
explain 91-99 % of the fluctuations in the measured
technological indicators.

Table 2. Results of applying PLS models with and without the developed method

Parameter (it range) Method Slope Offset RMSECV R2
Peroxide value (0-4), mEq/kg Developed method 0.99 0.01 0.1 0.99
Result from [12] 0.97 0.05 0.5 0.89

Para-anisidine value (0.5-3.8) Developed method 0.97 0.17 0.2 0.91
Result from [12] 0.76 0.43 0.8 0.67
Total tocopherols content (37-100.7), mg/100 g | Developed method 0.96 3.71 4.7 0.95
Result from [12] 0.80 11.50 10.0 0.83
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Conclusion

This research proposes a method and describes an
algorithm for the formation of informative features in
problems of quantitative analysis of objects using vegetable
oils as an example. The developed method makes it possible
to increase the precision, recall and speed of multiclass
classification and regression at subsequent stages. The
proposed method is invariant to the dimensions and orders
of magnitude from which the time series fed to the input of
the algorithm are composed.

The method was tested on a data set obtained during an
experiment with real samples of vegetable oils. The paper
describes the composition of the sensors of the multisensor
system used and the potentiometric measurement technique.
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