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Abstract

The spread of artificial intelligence and machine learning is accompanied by an increase in the number of vulnerabilities
and threats in systems implementing such technologies. Attacks based on malicious perturbations pose a significant threat
to such systems. Various solutions have been developed to protect against them, including an approach to detecting L-
optimized attacks on neural image processing networks using statistical analysis methods and an algorithm for detecting
such attacks by threshold clipping. The disadvantage of the threshold clipping algorithm is the need to determine the
value of the parameter (cutoff threshold) to detect various attacks and take into account the specifics of the data sets,
which makes it difficult to apply in practice. This article describes a method for detecting Lj-optimized attacks on neural
image processing networks through statistical analysis of the distribution of anomaly scores. To identify the distortion
inherent in L-optimized attacks, deviations from the nearest neighbors and Mahalanobis distances are determined. Based
on their values, a matrix of pixel anomaly scores is calculated. It is assumed that the statistical distribution of pixel
anomaly scores is different for attacked and non-attacked images and for perturbations embedded in various attacks.
In this case, attacks can be detected by analyzing the statistical characteristics of the distribution of anomaly scores.
The obtained characteristics are used as predictors for training anomaly detection and image classification models. The
method was tested on the CIFAR-10, MNIST and ImageNet datasets. The developed method demonstrated the high
quality of attack detection and classification. On the CIFAR-10 dataset, the accuracy of detecting attacks (anomalies)
was 98.43 %, while the binary and multiclass classifications were 99.51 % and 99.07 %, respectively. Despite the fact
that the accuracy of anomaly detection is lower than that of a multiclass classification, the method allows it to be used to
distinguish fundamentally similar attacks that are not contained in the training sample. Only input data is used to detect
and classify attacks, as a result of which the proposed method can potentially be used regardless of the architecture of
the model or the presence of the target neural network. The method can be applied for detecting images distorted by
Ly-optimized attacks in a training sample.
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D.A. Esipov, M.l. Basov, A.D. Kletenkova

AHHOTaNMA

Beenenne. PactpocTpaHeHHE HCKYCCTBEHHOTO MHTEIIEKTa U METOAOB MAIIMHHOTO O0ydYeHHs CONPOBOXKAACTCS
YBEIMYEHHEM KOJIMYECTBA YSI3BUMOCTEH M YIpo3 B CHCTEMAX, PEANN3YIONIHX ITOJ00HBIE TEXHOIOTUH. 3HAIUTEILHYIO
OTIaCHOCTbH JJISl TAKUX CHCTEM IIPEJCTABISIIOT aTaKd Ha OCHOBE BPEIOHOCHBIX BO3MYIIEHMH. J{JIs 3aIIUTH OT HUX
pa3paboTaHbl pa3IUYHbIE PEIICHHS, K YACITYy KOTOPBIX OTHOCSTCS MOAXOJ K OOHAPY)KEHHIO HEKOHBEHIIMOHAIBLHON
MHUKCEJILHOW aTaku Ha HEHpPOHHbIE ceTH 00pabOTKH M300paKEHHH METOIlaMH CTaTHCTHYECKOTO aHaM3a U alrOpUTM
oOHapy)KeHHsI TaKUX aTak MOCPEICTBOM OTCEYEHHs 1Mo mopory. HegocraTkom anropurMa OTCEYeHHs IO MOPOTy
ABIISAETCS HEOOXOAMMOCTh ONpEACICHHs 3HaYeHUs MmapameTpa (opora OTCeUeHHsI) A 0OHAPYKEHUS pa3IHUHBIX
aTak u ydera crnenu(uKH HAOOPOB JAaHHBIX, UYTO 3aTPYAHSAET €ro MpUMEeHEeHNe Ha mpakTuke. B paboTe m3moxeH
MeToJ] 00HapyKeHHUsI HEKOHBEHIIMOHAIBHBIX MUKCENBbHBIX aTak Ha HEHPOHHBIE CETH 00paboTKM M300pakeHUit
TIOCPE/ICTBOM CTAaTHCTHYECKOTO aHAIN3a PACTIPEAEIICHNS OICHOK aHOMaIbHOCTH. MeTo/. st BBIBICHUS HCKaXKSHS,
CBOIMCTBEHHOTO HEKOHBEHIIMOHAJIBHBIM MHKCEIBHBIM aTakaM, ONPE/IeISIFOTCS OTKJIOHEHHs OT OIMKalmmx coceneit u
paccrostaust Maxananoouca. [1o ux 3Ha4eHNsIM BBIYHUCIISIETCS] MATPHIIA OIIEHOK aHOMAJIBHOCTH ITHKCEIOB N300paKeHUSL.
Ipenmonaraercsi, 4TO CTAaTUCTHYECKOE paclpeieeHne OLEHOK aHOMAJILHOCTH ITHKCEJIOB Pa3iIMYHO JUISl aTAKOBAHHBIX U
HEATAKOBAHHBIX M3o6pa>1<eﬂm‘/'1 nu i BOSMyLL[eHHﬁ, BCTPAaUBACMBIX IIPU PA3JIMIHBIX aTaKax. B stom CJIy4ae aTaku MOTYT
OBITE OOHAPYKEHBI MOCPEACTBOM aHAIN3a CTATUCTUYECKUX XapaKTEPUCTHK PACIpe/ieNIeHNs] OLlEHOK aHOMAaJIbHOCTH.
INomy4eHnHbIe XapaKTepPUCTHKU HCIOIB3YIOTCS B KAYECTBE MPEUKTOPOB ISt 00YUSHHUsT MOZieNel 0OHapyKEHUsT aHOMAITHI
" Knaccuukanuu n3odpaxkeHnii. OCHOBHBIE pe3yabTaThl. ApoOaIyst METO/Ia BEINOTHEHA HA Ha0opaxX JTaHHBIX
CIFAR-10, MNIST u ImageNet. PazpaboTaHHbIi MeTOA ITPOAEMOHCTPHPOBAI BHICOKOE KaueCTBO OOHAPYKEHUS H
knaccu¢ukanyy arak. Ha nabope nmanusix CIFAR-10 TounocTs (accuracy) oOHapykeHHUs aTak (AaHOMAJIMI) COCTaBMIIa
98,43 %, a ObuHapHOI U MHOTOKJIaccOBO# kimaccudukanuit — 99,51 % u 99,07 % coorBeTcTBeHHO. OOCYKIEHHE.
HecMoTpst Ha TO, YTO TOYHOCTh OOHAPYKEHHsI aHOMAJIMH HH)XKE aHAJIOTMYHOTO MOKa3aTelsi MHOTOKIaCCOBOM
Knaccmbmcaunu, npeunomeHHin& METO/A IMO3BOIACT YyCHEUIHO NMPUMEHATL €TI0 Ul paclioO3HaBaHUs NPUHIUIINAIBHO
CXO)KHX aTak, He cofepkKamuxcs B oOydaromield BbiOopke. /11 oOHapyxkeHuUs 1 KinacCu(UKAIMU aTaK UCIOIb3YIOTCS
TOJBKO BXOJHBIE JaHHBIE, B PE3yIbTAaTEe YETO MPEIIOKEHHBIH METOJ MOTEHIIMATBHO MOXKET OBITh MCIIONb30BaH
HE3aBHCHMO OT apXUTEKTYPBI MOJICIH FJIH HATMUHS [IEJICBOM HEHPOHHOH ceTH. MeTosr MOKeT OBITh pEKOMEH/I0BaH JUIS
OOHapyKeHHsT N300paskeHHH, NCKaKEHHBIX HEKOHBEHIIMOHAIBHBIMH ITMKCETBHBIMH aTakaMH B 0Oydaromiel BEIOOpKe.

KiioueBble c10Ba
HCKYCCTBEHHAsI HEHPOHHAsI ceTh, 00padOTKa N300paKEeHUIA, COCTsI3aTelIbHAS aTaka, OOHAPYKCHUE aTak, BPEIOHOCHOE
BO3MYIIECHHE, IICEBJIOHOPMA BO3MYILEHHUS L), CTATUCTUYECKHIA aHAIIN3, OLIEHKA aHOMAaJIbHOCTH

Ccpuika nas nutupoBanns: Ecunos /[ A., bacos M.U., Knetenkopa A./l. OOHapykeHHE HEKOHBCHIIMOHATBHBIX
MIKCEIbHBIX aTaK ITOCPEICTBOM CTaTHCTHYECKOTO aHaJIHM3a paclpelesieHus OleHOK aHoMaibHOocTH // HayuHo-
TEeXHUYECKHH BECTHHK MH()OPMAIMOHHBIX TEXHOJIOTHH, MeXxaHuku 1 ontuku. 2025. T. 25, Ne 1. C. 128-139 (na anr.

a3.). doi: 10.17586/2226-1494-2025-25-1-128-139

Introduction

According to previous work [1, 2], high efficiency
in solving various applied tasks has led to an increase
in the spread of Machine Learning (ML) and Artificial
Intelligence (AI). However, along with the growing
popularity of Al and ML, the number of vulnerabilities
and threats in systems implementing these technologies
has also increased.

Due to the urgency of model evasion and backdoor,
ML model threats through these attacks based on malicious
perturbations, various approaches and methods have been
developed [2, 3-7]. In previous work [2], an approach was
proposed to detect Lj-optimized attacks on neural networks
of image processing using statistical analysis methods, and
a detection method was developed based on the approach.
This method leads to the following disadvantages: different
values of the cutoff threshold for different attacks, the
need to classify attacks in order to detect perturbations.
The elimination of indications is possible by analyzing the
statistical distribution of the obtained pixel estimates of
anomalies and their characteristics.

Proposed method

The main idea. The proposed method is based on the
assumption that the pixel anomaly scores matrices obtained
from the preprocessing stage [2] have different frequency

distributions for attacked [8—10] and clean (non-attacked)

images. Then the task of detecting and classifying images

can be shifted to the task of classifying distributions.

Examples of obtained pixel anomaly scores matrices [2]
frequency distribution graphs for different classes of images
are shown in Fig. 1.

According to Fig. 1, frequency distributions of clean
and attacked images are similar, but have the following
differences:

— One-pixel attack is characterized by the presence
of a single value corresponding to a perturbed pixel
significantly exceeding the rest;

— multi-pixel attacks (Jacobian Saliency Map Attack,
JSMA; Localized and Visible Adversarial Noise,
LaVAN) are characterized by a set of values that are
out of the distribution characteristic of a clean image.
Then it is possible to detect and classify an attack based

on the difference in distributions.

Considered statistical characteristics. The difference
in distributions can be identified as a difference in their
statistical characteristics. The list of considered statistical
characteristics is given in Table 1.

Along with the known statistical characteristics,
outliers beyond 5o, outliers beyond 7o, outliers beyond 3
interquantile range, outliers beyond 6 interquantile range
were introduced and considered.

Anomaly detection. The detection of attacks can
be performed as the detection of deviations of the listed
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Fig. 1. Frequency distribution graphs: clean image (a); One-pixel attack (b); JSMA (c)

statistical characteristics from the values inherent in clean
images (anomaly detection). Various types of unsupervised
ML algorithms have been considered, including Support
Vector Machine (SVM), density-based and tensor-based

SVM includes two unsupervised ML algorithms: One-
Class Support Vector Machine (OCSVM) [11, 12] and
Support Vector Data Description (SVDD) [11, 13]. Since
SVDD calculates a hypersphere that includes norm objects

methods. (points), it can be attributed to tensor-based methods.
Table 1. Considered statistical characteristics
Name Ail;btrﬁzita;t)isn Description
Mean, p mean The arithmetic mean of obtained values
Median median A value that divides an ordered list of values into two equal parts
Max max The maximum value in the image
Range range The difference between the maximum and minimum values
Variance var A measure of the spread of values relative to the mean
Standard deviation, ¢ std The square root of the variance
25th quantile 25q The value below which 25 % of the data is located
75th quantile 75q The value below which 75 % of the data is located
95th quantile 95q The value below which 95 % of the data is located
97th quantile 97q The value below which 97 % of the data is located
99th quantile 99q The value below which 99 % of the data is located
Interquantile range iqr The difference between the 75th and 25th quantiles
Coefficient of variation, c,, cv The ratio of the standard deviation to the mean
Outliers beyond 36 3sigma_cnt The number of values exceeding 3 standard deviations from the mean
Outliers beyond 56 Ssigma_cnt The number of values exceeding 5 standard deviations from the mean
Outliers beyond 7¢ 7sigma_cnt The number of values exceeding 7 standard deviations from the mean
Outliers beyond 3 interquantile ranges | 3iqr_cnt The number of values beyond 3 interquantile ranges from the 75q
Outliers beyond 6 interquantile ranges | 6iqr_cnt The number of values beyond 6 interquantile ranges from the 75q
Skewness skew A measure of the asymmetry of the data distribution relative to its mean
Kurtosis kurt A measure of the severity of the peak of the data distribution
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Following density-based ML algorithms were
considered: k-Nearest Neighbors, Local Outlier Factor and
Isolation Forest (IF). According to a comparative analysis
of algorithms [14], the IF demonstrates higher efficiency
when working with multidimensional data.

SVDD and Elliptic Envelope (EE) were considered
from tensor-based ML algorithms [15—17]. Both algorithms
are fundamentally similar, however, SVDD calculates
a hypersphere, and EE calculates a multidimensional
ellipsoid. However, the sphere is a special case of an
ellipsoid, so EE was chosen.

Attack classification. For subsequent correction [2],
the binary (single-pixel attack and JSMA) classification of
detected attacks (anomalies) was also considered.

As an alternative, multiclass (clean, One-pixel attack
and JSMA) image classification was also considered. In this
case, anomaly detection is not required. The detection and
classification of attacks are implemented by a single model.
However, then it is possible to detect only those attacks that
were present in the training sample of the model. Then it is
impossible to detect attacks that are unknown at the time
of training or missing from the sample.

The following ML algorithms are considered for
model training: SVM [18] and Random Forest (RF) [19].
The selection of methods was performed similarly to the
detection of anomalies. The Logistic Regression (LR)
algorithm was also considered [20].

Design of the experiment

Attack algorithms. Three attack algorithms were
chosen as Ly-optimized attacks: One-pixel attack [8],
JSMA [9], and LaVAN [10].

Datasets used. Datasets from previous work were used
to conduct the experiment [2]. In the current work, all the
distorted images obtained were used.

The ImageNet! dataset was used to address the LaVAN
attack. The publicly available part of the specified dataset
contains 1,281,167 training, 50,000 validation and 100,000
test color images with an average size of 469 x 387 pixels
corresponding to 1000 classes. The images used are
299 x 299 pixels in size. The area of the malicious patch
is a rectangle of random size, covering no more than 10 %
of the pixels of the image. 14,636 perturbed and the same
count of clean images used in experiment.

All the data obtained were used to train and evaluate
the model. The sets of perturbated images used in further
experiments are available on GitHub2.

Evaluation metrics. Because there is a class disbalance
in the dataset being used, F1-score is selected as quality
indicator of anomaly detection and binary classification.
Accuracy was also calculated for comparison with
analogues.

I TmageNet. Available at: https://www.image-net.org/
index.php, free access (accessed: 03.03.2024). http:// arxiv.org/
abs/1711.04596 (accessed: 21.10.2024).

2 GitHub. iNDm3802 / L0-optimized attack detection.
Available at: https://github.com/iNDm3802/L0-optimized_at-
tack detection, free access (accessed: 02.10.2024).

For the multiclass classification, similar metrices were
selected as quality indicators: macro F1-score and accuracy.

Model development. The Scikit-learn [21] library of
the Python programming language was chosen for model
training. The dataset used was divided as follows:
— training sample — 80 %;
— test sample — 20 %.

Program code, trained models, and calculation results
are available on GitHub3.

Results and analysis

Selection of statistical characteristics. To assess the
significance of statistical characteristics for model training,
correlation matrices were constructed for the considered
datasets. The calculation of the correlation matrix is
possible through various methods [22-24]. According to the
comparative analysis [25], Kendall’s method was chosen.
It is important to note that a low correlation between the
parameters does not necessarily indicate independence
between them. In this case dependence may be more
complex.

ML models using various sets of predictors were trained
and evaluated to assess the significance of statistical
characteristics. This method was used for ambiguous
situations:

— high correlation between parameters;
— low correlation with the target variable (flag).

Fig. 2 introduces a Kendall correlation matrix for
the CIFAR-10 dataset. Correlation matrices for other
considered datasets are available on GitHub3.

According to the correlation matrix (Fig. 2), there is a
strong relationship between some parameters. Each group
of parameters with a correlation coefficient 0.75 or greater
was tested using model training and evaluation. Statistical
characteristics with correlation coefficient less than 0.25
with flag were tested in the similar manner.

The final sets of statistical characteristics for each
dataset are given in Table 2.

Max, range, cv, 7sigma_cnt were selected for each
dataset. At the same time, iqr, 3iqr_cnt, 6iqr_cnt were
excluded for most datasets. All proposed characteristics
demonstrated their significance and were chosen for at
least one dataset.

The quality of anomaly detection and attack
classification was tested using both the selected parameters
and all the considered ones. Obtained quality indicators for
both sets of statistical characteristics (selected and all) are
available on GitHub3.

Anomaly detection. Models were trained for each
dataset based on the selected anomaly detection algorithms.
Confusion matrices for detecting anomalies are shown in
Fig. 3. The highest quality indicators for each model are
shown in Table 3.

According to Table 3, the highest quality indicators
on each of the considered datasets, except CIFAR-10,
correspond to the IF algorithm. For CIFAR-10, the highest

3 GitHub. iNDm3802 / L0O-optimized_attack detection_meth-
od: https://github.com/iNDm3802/L0-optimized attack detec-
tion_method, free access (accessed: 18.01.2024).
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quality indicators correspond to the OCSVM algorithm.  for contrast images (MNIST) due to the limitations of the

The proposed method demonstrates an anomaly detection  approach used.

accuracy of 98.43 % and Fl-score of 97.71 % for Binary classification. Binary classification models
CIFAR-10. There is a decrease in the detection quality  (One-pixel attack and JSMA) were trained for each dataset

Table 2. Selected statistical characteristics

Dataset CIFAR-10 CIFAR-10-G MNIST ImageNet
mean, max, rang, std, median, max, range, mean, median, max, mean, median, max,
759, 959, 99q, cv, var, 25q, 959, 99q, cv, | range, var, std, 25q, 97q, | range, var, std, 75q, 25q,
Selected . : . . . . ;
characteristics Ssigma cnt, 7sigma_cnt, | 3sigma_cnt, Ssigma_cnt, | 99q, iqr, cv, 3sigma_cnt, 95q, 974, 99q, iqr, cv,
skew 7sigma_cnt, kurt 7sigma_cnt, skew, kurt | 3sigma, Ssigma, 7sigma,
3igr, 6iqr, skew, kurt
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Fig. 3. Confusion matrices: CIFAR-10 (a); CIFAR-10-G (b); MNIST (¢); ImageNet (d)

based on the selected algorithms. The confusion matrices
of the binary classification are shown in Fig. 4. The highest
quality indicators for each model are shown in Table 4.

According to Table 4, the highest quality indicators on
each of the considered datasets correspond to the RF ML
algorithm. The accuracy of the binary attack classification
for the considered datasets varies from 95.31 % (MNIST)
to 99.51 % (CIFAR-10), and the Fl-score ranges from
97.27 % (MNIST) to 99.73 % (CIFAR-10). On each dataset
the quality indicators, when using selected characteristics,
are slightly less than when using all the parameters
considered.

Multiclass classification. Multiclass classification
models (clean, One-pixel attack and JSMA) were trained
for each dataset based on the selected algorithms. The
single-pixel attack is not relevant for ImageNet and is not
represented in the sample for this dataset, so the specified
dataset was not used for multiclass classification. The
confusion matrices of the multiclass classification are
shown in Fig. 5. The highest quality indicators for each
model are given in Table 5.

According to Table 5, the highest quality indicators
on each of the considered datasets correspond to the RF
algorithm. There is a decrease in the classification quality
for contrast images (MNIST) due to the limitations of the
approach used.

Performance evaluation. The estimation of the
computational complexity of calculation of statistical
characteristics is O(#), where n corresponds to the number
of pixels of the image taking into account the number
of color channels, that is, its shape. Model forward
propagation performance depends on the parameters of
the model as well as on the ML algorithm. For performance
evaluation, models with the highest quality indicators of
anomaly detection or classification were used.

Calculations were performed on the following
hardware:

— CPU: Intel(R) Core (TM) 17-10700 CPU @ 2.90GHz,

2904 MHz, cores: 8, logical processors: 16;

— RAM: 32.0 GB.

Performance evaluation of the proposed method is

shown in Table 6.
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Table 3. Quality indicators for anomaly detection

Algorithm Obtained quality indicators
Dataset haracteristi Parameters
(characteristics) Accuracy, % Fl-score, %
CIFAR-10 OCSVM (selected) nu=0.02 98.43 97.71
kernel= ‘rbf’
IF (selected) n_estimators=10 95.44 92.87
random_state=3,802
EE (selected) random_state=3,802 96.38 94.43
CIFAR-10-G OCSVM (all) nu=0.14 87.58 78.79
kernel=‘rbf”
IF (selected) n_estimators=63 93.40 87.83
random_state=3,802
EE (all) random_state=3,802 91.86 85.57
MNIST OCSVM (all) nu=0.05 62.42 73.86
kernel= ‘rbf’
IF (selected) n_estimators=23 76.44 80.48
random_state=3,802
EE (selected) random_state=3,802 62.71 72.95
ImageNet OCSVM (all) nu=0.01 50.64 66.72
kernel=‘rbf”
IF (all) n_estimators=25 88.48 88.43
random_state=3,802
EE (all) random_state=3,802 85.62 86.23
According to Table 6, the method demonstrated attack Discussion

detection speed from 0.19 to 65.51 images per second for

ImageNet and MNIST, respectively, depending on their
characteristics and parameters of a model. Similar patterns
are observed for binary and multiclass classification.

in Table 7.

A comparative analysis of the developed L-optimized
attack detection method with previous method [2] is shown

Table 4. Quality indicators for binary image classification

Algorithm Obtained quality indicators
Dataset . Parameters
(characteristics) Accuracy, % Fl-score, %
CIFAR-10 SVM kernel="‘linear’ 98.82 99.35
(all)
RF all: n_estimators=12 99.51 99.73
(all)
LR penalty=‘12", 98.79 99.33
(all) solver=* "newton- cholesky’,
random_state=3,802
CIFAR-10-G SVM kernel=‘linear’ 98.40 99.08
(all)
RF n_estimators=69 99.23 99.56
(all)
LR penalty=‘12, 98.20 98.97
(all) solver="‘liblinear’,
random_state=3,802
MNIST SVM kernel="‘linear’ 93.74 96.36
(all)
RF n_estimators=68 95.31 97.27
(all)
LR penalty=‘12", 93.25 96.09
(all) solver="newton—cg’,
random_state=3,802
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Table 5. Quality indicators for multiclass image classification

Algorithm Obtained quality indicators
Dataset (characteristics) Image class Macro
[parameters] Fl-score, % Accuracy, % Fl-score, %
SVM Clean 98.78
(all) One-pixel 90.84 98.45 96.22
[kernel="‘linear’] JSMA 99.05
RE Clean 99.11
CIFAR-10 (all) One-pixel 93.74 99.07 97.47
[n_estimators=56] JSMA 99 58
LR Clean 98.69
(all) ]
[penalty="12", One-pixel 90.50 98.38 96.07
solver="newtoncg’,
random_state=3,802] ISMA 99.01
SVM Clean 91.19
(all) One-pixel 88.61 94.44 92.17
[kernel=‘linear’] JSMA 96.72
RF Clean 95.02
11 -pixel 1.1 .02 94.9
CIFAR-10-G (all) . One-pixe 91.10 97.0 5
[n_estimators=96] JSMA 98.72
LR Clean 89.97
(all)
[penalty=12", One-pixel 86.22 93.64 90.83
solver=‘newton—cg’,
random_state=3,802] JSMA 96.31
SVM Clean 88.61
(all) One-pixel 76.51 85.05 81.92
[kernel=‘linear’]
JSMA 80.65
RF Clean 91.36
MNIST (all) One-pixel 79.66 88.96 85.91
[n_estimators=77]
JSMA 86.71
LR Clean 88.40
(all)
[penalty=12", One-pixel 75.39 84.79 81.45
solver=‘newton—cg’,
random_state=3,802] JSMA 80.55
Table 6. Performance evaluation of the Ly-optimized attack detection method
Image shape
Task Dataset Count of images Time, s
color channels pixels
Anomaly detection CIFAR-10 10,000 3 32 x32 547.53
CIFAR-10-G 1 32 x32 227.08
MNIST 1 28 x 28 152.64
ImageNet 3 299 x 299 51,911.74
Binary classification CIFAR-10 3 32 x32 576.26
CIFAR-10-G 1 32 x32 277.48
MNIST 1 28 x 28 223.44
Multiclass classification | CIFAR-10 3 32 x32 606.29
CIFAR-10-G 1 32 x32 299.09
MNIST 1 28 x 28 209.33
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Table 7. Comparative analysis of Lj-optimized attack detection methods

Method Dataset Attack Accuracy, % Fl-score, %

Esipov D. [2] CIFAR-10 Both One-pixel attack and ISSMA 96.94 96.92

MNIST 75.14 74.43
Developed CIFAR-10 Both One-pixel attack and JSSMA 98.43 97.71
(selected characteristics) MNIST 76.44 30.48

ImageNet LaVAN 84.73 85.50
Developed CIFAR-10 Both One-pixel attack and JSSMA 97.82 96.84
(all characteristics) MNIST 72.95 77.80

ImageNet LaVAN 88.48 88.43

The developed method demonstrates quality indicators Conclusion

comparable to analogues [2—7]. Since the developed
method uses only input data to detect and classify
L-optimized attacks, it can potentially be used regardless
of the architecture of the model or the presence of a target
neural network. In addition, the method allows detecting
various L(-optimized attacks (One-pixel attack and JISMA).
Due to the use of anomaly detection, the method can also
detect other fundamentally similar attacks that are not
represented in the data sets used and are not considered in
the current work.

Unlike the previous method [2], the current one does
not have such limitations, as need for different algorithm
parameters (cut-off threshold) for detecting different attacks
and its parameters (gamma). The developed method also
performs classification for further perturbation detection.
The disadvantage of the developed method is a decline
in attack detection and image classification quality
on contrasting images. This disadvantage is due to the
limitations of the approach used.
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